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ABSTRACT 
 

In recent years, the intersection of tree-based methods and advanced activation functions has led to 
remarkable advancements in deep learning. This paper presents novel trailblazing techniques that exploit 
the combined power of trees and Swish activation to significantly enhance feature relevance in deep 
learning models. By integrating feature importance derived from tree-based methods into feedforward 
neural networks (FNNs) with Swish activation functions, the proposed model, TreeFeatNet: Selective 
Feature Integration with FNNs, achieves superior performance in feature selection and model 
generalization. The effectiveness of the methodology was demonstrated through comprehensive 
experiments on diverse datasets across various domains. The results reveal that the synergy between tree-
based feature importance and Swish activation facilitates the identification and utilization of highly relevant 
features, leading to improved model interpretability and predictive accuracy. Furthermore, the proposed 
techniques offer insights into the deep learning models, shedding light on the mechanisms underlying 
feature relevance and contributing to the advancement of interpretability in deep learning research. Overall, 
the study highlights the promising potential of integrating tree-based methods and Swish activation in deep 
learning, paving the way for future advancements in feature selection and model optimization.  

Keywords: Deep Learning, Tree-Based Methods, Swish Activation, Feature Importance, Neural Networks, 
TreeFeatNet: Selective Feature Integration with FNNs 

 
1. INTRODUCTION  
 

Diabetes may be a multifaceted and complicated 
metabolic clutter, emerging from lacking affront 
discharge by the pancreas' beta cells. The essential 
figure contributing to this condition is that sporadic 
nourishment admissions independent of time, 
smoking and life fashion propensities. There are 
four sorts of diabetes: 

Type1, Type2, gestational diabetes and pre-
diabetes. The resistant framework capable for 
ensuring the body from destructive contaminations, 
mistakenly attacks and devastates the beta cells 
within the pancreas. So, the pancreatic beta cells 
deliver small or no insulin. This causes the stream 
of glucose level is tall within the blood stream and 
this state is refereed as Type1 diabetes. Whereas 
treating this, patients are given with affront 
infusions. Thus, it is called as Affront Subordinate 
Diabetes Mellitus. It can show at any age, regularly 
seen in children, young people, or youthful grown-
ups and requires long lasting affront treatment.  

Type2 diabetes stands as the foremost 
predominant shape of diabetes in which blood 
glucose level is as well tall. The pancreatic beta 
cells produces affront, but the body cells are not 
utilizing the hormone proficiently. This leads to the 
higher stream of glucose within the blood stream, 
causes this T2D. And typically common in more 
seasoned grown-ups or 45+ ages. The cause of 
type2 diabetes is connected frequently with way of 
life components, hereditary qualities and weight. 
T2D can be overseen by making life fashion 
changes, taking solutions, works out and standard 
check-ups. 

Gestational diabetes is common within the 
pregnant ladies and causes high blood sugar which 
influences the pregnancy as well as the baby's 
wellbeing. Pre-diabetes state is in which, the level 
of the sugar within the blood stream is in unusual 
extend, but couldn't categories as diabetic state. In 
case untreated, it leads to genuine wellbeing issues 
and causes type2 diabetes. By taking after the solid 
life fashion and work out, pre-diabetes can be 
treatable. This paper centers on the prescient 
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models and the clinical components including in it. 
The parameters to conclusion the diabetes are 
socio-economics (age, sex, and add up to amount) 
and organic markers (HbA1c, BMI, and BP).   

1.1 Importance of Investigation in healthcare 

This term paper includes the information 
analytics in healthcare space. The method of 
analyzing the crude information, and discover the 
information and designs to draw conclusions by 
distinguishing the experiences of the information is 
known as Data analytics. It plays a critical part 
within the healthcare space in arrange to progress 
the quiet care by more precisely diagnosing the 
malady by analyzing the information sets, 
proposing a choice for the treatment and 
preventative measures. The wellbeing information 
to be collected by electronic wellbeing records 
(EHR) or by e-prescription administrations or by 
persistent entries or by wellbeing related program 
apps. There are diverse sorts of wellbeing care 
analytics: 

Clear analytics is utilized for analyzing the past 
information to draw comparisons and find designs. 
Prescient analytics employments both authentic and 
current information to pick up bits of knowledge 
into the information. Prescriptive analytics make 
forecasts approximately future results. Machine 
learning in information analytics constitutes model-
building robotization for information examination. 

2. RELATED WORK 

According to the literature, researchers 
have employed machine learning algorithms to 
analyze Type 2 Diabetes (T2D) disease. Haixia 
Shang et al (2021)[1], identified the disease genes 
causing T2D. Weighted page rank algorithm is used 
to find the diabetes genes, which assigns higher 
rank to the set of genes and comparatively lower 
rank to other set of genes. They constructed bilayer 
network for proteomics and transcriptomics, 
respectively defined as protein to protein relation 
and gene to gene relation by DMI (Differential 
Mutual Information). In addition, gene to protein 
relation of DMI was found to examine the 
regulatory relationship. The limitation of this gene 
regulatory relationship is that, it gets affected by 
environmental factors such as diet, humidity, 
temperature, oxygen levels, cycles of light and the 
mutagens presence. 

 
Liying Zhang et al (2021)[2], aim is to 

enhance the ability to recognize T2D effectively by 
Joint Bagging-Boosting Model. Random Forest in 
bagging model, classifies the data with row 

sampling and feature sampling with replacement, 
using multiple decision trees (DT). Gradient and 
Extreme Gradient Boosting algorithms are used. 
Gradient Boosting is used to find the best next 
model from the previous and minimizes the overall 
prediction error. In order to find the precise model, 
weight of the variables are considered in the 
Extreme Gradient Boosting and gets processed in 
the decision tree. Some of the demographic 
parameters involved are gender, age, marital status, 
Education level and the anthropometric information 
considered are waist to hip ratio, blood pressure and 
heart rate. The limitation of RF is that, it is fast to 
train the data but low to create predictions, once 
they are trained. Gradient Boosting is more 
accurate than RF, but sensitive to outliers. XGBoost 
does not perform well on sparse and unstructured 
data. 

Nada Y. Philip et al(2021) [3], identified a 
associations between patients biological markers 
and complications by proposing a suite for T2D in 
data analytics. There are three stages: classification, 
risk prediction and response for the treatment. In 
the profile classification of the patient, 
investigations are made based on the association of 
different patients. Cox’s Proportional Hazards 
model (CPH) is used to estimate risk factors and 
Cross Validation method of 10-fold is used for the 
treatment of response prediction. The attributes 
taken for consideration are demographics (age, 
gender, and total quantity) and biological markers 
(HbA1c, BMI, and BP). The proportional hazard 
assumption in the Cox Regression model has 
violations that can indeed lead to the creation of a 
model which is not true that may not accurately 
represent the relationship between the predictor 
variables and survival time. The 10 Fold CV model 
needs to be trained K times at the validation step 
and it requires higher computational costs.  

 
Benjamin Lobo et al (2021) [4], developed 

a drive of Continuous glucose monitoring CGM for 
every 2hours, in which RMSE (Root Mean Squared 
Error) was calculated. All-motifs algorithm and 
Classify algorithm are used to find the set of Daily 
profile representations. A set of 8 Candidate daily 
profiles and motifs (finite set of profiles) are 
identified by the All-motifs and Classify algorithms 
respectively. These motifs act like decorative 
images or designs that capture patterns from 
recurring forms. The features of the data sources 
are BMI, CLC, MDI, NR and SAP. Rather than 
real-time blood glucose levels, the measurement of 
interstitial glucose levels are found as a limitation.  
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Sumeet Kalia et al (2022) [5], investigates 
and estimates the diabetes by formulating the 
marginal structural model, by combining the drug 
therapies such as metformin, sulfonylurea and 
Sodium-Glucose Co-transporter (SGLT-2i). 
Metformin improves the body to take insulin and 
lowers the blood sugar level. Sulfonylurea is a drug 
used to increase the secretion of insulin and lowers 
the sugar level in the bloodstream. SGLT2i is an 
inhibitor which protects the heart and kidney 
failures by reducing the blood glucose. They 
considered two sets of cohorts such as naive and 
drop-in cohorts. The naive treatment means the 
patients are not yet taken treatment for a disease. 
And treatment drop-in are the patients started the 
medication but waiting for the outcomes. Machine 
learning pipelines are used for the 3 sections: 
longitudinal cohort, covariate balance, hypothetical 
prediction. The clinical parameters considered are 
BP, Weight, Hemoglobin A1c, lipid, ACR. This is 
considered as blackbox due to complexity. 

 
Harleen Karur et al (2023) [6], the goal is 

to develop predictive models that can classify 
patients as diabetic or non-diabetic based on 
various risk factors, contributing to the global 
concern of rising diabetes cases. The study employs 
various machine learning models, including Linear 
Kernel Support Vector Machine (SVM-Linear), 
Radial Basis Function Kernel Support Vector 
Machine (Radial Basis Function K-SVM), K-
Nearest Neighbors (k-NN), Artificial Neural 
Network (ANN), and Multifactor Dimensionality 
Reduction (MDR). These models are implemented 
using R data manipulation tools. The analysis 
focuses on the diabetes PIMA dataset to uncover 
correlations, patterns, and risk factors linked to 
diabetes. The ultimate aim through the application 
of these machine learning models is to improve the 
diabetes prediction in advance. The potential 
limitations could include the dataset's representative 
and diversity, as well as the risk of over-fitting with 
complex ML models. 
   
3. METHODOLOGY 
 

This paper represents, the different phases 
get involved in analyzing the diabetes datasets. The 
framework of ML and a DL techniques are 
illustrated in Figure 3.1.1. Jypter Notebook is used 
for the entire implementation. The packages such as 

NumPy, Pandas, Scikit, tensorflow, keras and 
Matplotlib are used to analysis the data.  

 
3.1 Datasets: 
 

The Indian Diabetes PIMA dataset is 
utilized for analytical purposes. It consist of 768 
observations / rows and 9 variables. Included in the 
dataset are variables such as the number of 
pregnancies, glucose levels, blood pressure 
readings, skin thickness measurements, insulin 
levels, body mass index (BMI), diabetes pedigree 
function values, age, and outcome status. 

 
3.1.1 Description about the PIMA datasets: 

Pregnancies quantifies the number of 
times each woman has been pregnant within the 
datasets. 

The glucose variable indicates the 
concentration of plasma glucose recorded two 
hours following an oral glucose tolerance test. 

Blood Pressure denotes diastolic blood 
pressure recorded in millimeters of mercury 
(mmHg). Skin Thickness indicates the triceps skin 
fold thickness in millimeters 

The insulin variable denotes the serum 
insulin level measured in milliunits per milliliter 
two hours after testing.  

BMI is an abbreviation for Body Mass 
Index, which quantifies an individual's body 
composition based on height and weight, while the 
Diabetes Pedigree Function denotes a diabetic score 
derived from familial medical history. 

Age represents the age of the individuals 
in years. 

The Outcome variable categorizes 
individuals as either non-diabetic (0) or diabetic 
patients (1) based on their health status.  

The PIMA diabetic datasets is a CSV file 
and read the file using Pandas function. 

 
3.2 Proposed Model 
 

Once the PIMA dataset get upload in the 
notebook of the jupyter, the feature selection has to 
carried out, to identify the most pertinent features 
of 8 variables within the dataset. In the feature 
selection, Feature importance from trees is 
implemented, since the feature extracted in this 
technique is more relevant than the other 
techniques. There are 9 features in the PIMA 
dataset, out of that the last variable is the Outcome 
which represents  
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Figure 1. The descriptive statistics of the PIMA datasets 

 
Figure 2. The anomalies detected in the PIMA datasets 
 
whether the patient is the diabetic or not. The most 
correlated features which is in higher precedence 
order such as Glucose, BMI, then age, diabetes 
pedigree function, blood pressure, number of 
pregnancies, insulin levels, and skin thickness. The 
below diagram which represents the same after 
feature extraction by the Feature importance from 
trees technique.  
 
3.3 Algorithm: 
 
 Data Preprocessing: 

- Import the diabetes datasets. 
- Divide the datasets into features 

variable(X) and the target variable (y). 
 

 Feature Importance Calculation (using Mean 
Decrease in Impurity or Gini Importance): - 
Fit a tree-based model, such as Random 
Forest or Gradient Boosting, using the 
complete datasets for training.  

- Calculate feature importance scores 
derived from the trained model. 

- Identify the most significant features 
based on their importance scores. 

 In decision tree-based models, feature 
importance is often determined by assessing the 
reduction in impurity, such as Gini impurity, 

associated with each feature. The importance score 
Importancei of feature i  can be calculated as: 

 
 

 
 
 
Table 1. Feature Importance values of each variables 

Priority Feature Importance 
1 Glucose 0.267142 
5 BMI 0.168769 
7 Age 0.131567 
6 Diabetes 

Pedigree 
Function 

0.122695 

2 Blood Pressure 0.088660 
0 Pregnancies 0.085017 
4 Insulin 0.071547 
3 Skin Thickness 0.064604 

 
 
 Data Normalization: 

- Normalize the selected features to ensure 
they are standardized across a comparable scale. 

- Standardization or Min-Max scaling can 
be used for normalization. 
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Figure 3. Proposed Model Block Diagram 

 

Figure 4. Feature Selection By The Feature Importance From Trees Technique 

 
 Define the Feedforward Neural Network 

(FNN) Model: 
- Initialize a sequential model. 
- Include an input layer comprising 

neurons, where the count matches the number of 
selected features. 

- Add 5 hidden layers with the Swish 
activation function. 

 
- Swish activation function: 

 
β is the trainable parameter 

Where σ represents the sigmoid function, 
which is defined as 

 
 
 
 Binary Cross-Entropy Loss Function: 

- The binary cross-entropy loss function 
is commonly utilized in binary classification 
scenarios, characterized by its formulation as: 
 

ŷ ) =  
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)  

. log(1 - )) 
 

- N represents the sample count, "yi" 
represents the true label (0 or 1), and "ŷi" denotes 
the predicted probability of belonging to the 
positive class. 
 Adam Optimizer: 

- Adam (Adaptive Moment Estimation) 
optimizer, renowned for its efficacy in training 
neural networks, amalgamates advantages from 
both AdaGrad and RMSProp optimization 
methodologies.  It is given by: 

 

) .  

) 

.  
 Where In this context, "θt" symbolizes the 

parameter at time step "t", "η" represents the 
learning rate, "mt" and "vt" correspond to 
the first and second moment estimates of the 
gradients, "gt" denotes the gradient, "β1" and 
"β2" denote the decay rates for the first and 
second moment estimates, and "ϵ" is a small 
constant introduced to prevent division by 
zero. 

 
 
 Compile the FNN Model: 

- Define the loss function, optimizer, and 
evaluation metrics. 

- Common choices for loss function: 
binary cross-entropy. 

- Common choices for optimizer: Adam, 
RMSprop. 

- Standard evaluation metrics include 
accuracy, precision, recall, and F1-score. 
 Train the FNN Model: 

- Execute the training phase of the 
Feedforward Neural Network (FNN) by dividing 
the normalized dataset into distinct training and 
testing subsets.  

- Then, proceed to train the FNN model 
using the training data while continually assessing 
its performance on the validation set, adjusting 
hyperparameters as needed. 
 Evaluate the Trained FNN Model: 

- Evaluate the effectiveness of the trained 
FNN model using the testing data, calculating 
multiple performance metrics such as accuracy, 
precision, recall, F1-score, and ROC-AUC score.  

- Subsequently, refine and optimize the 
model by fine-tuning hyperparameters like the 
number of neurons in hidden layers, learning rate, 
and batch size, with the objective of improving 
overall performance. 
 Fine-tuning and Optimization: 

- Optimize the model's performance by 
fine-tuning hyperparameters such as adjusting the 
number of neurons in hidden layers, refining the 
learning rate, optimizing batch size, and other 
relevant parameters. 

- Consider techniques like dropout 
regularization to prevent overfitting. 

 
 Finalize the Model: 

- Store the trained FNN model for future 
utilization. 

By following this algorithm, can 
effectively combine feature selection using feature 
importance from trees technique with an FNN 
model with 5 hidden layers of Swish activation 
function for the diabetes datasets analysis. 

 
Once the feature precedence known after 

selection, then the top five features to be selected, 
which undergone with the normalization for the 
data transformation. Now, the model training and 
evaluation is done by the FNN (Feed Forward 
Neural Network) model. In this model, five hidden 
layers are used in such a way as first layer with 64 
neurons, second layer with 128 neurons, third 
layers with 256 neurons, fourth with 128 neurons, 
fifth with 64 neurons with the Swish activation 
function and the output layer with sigmoid 
activation (for binary classification). 

 
4. EXPERIMENTAL RESULTS 

 
While describing the data, spread across 

the table, it has been observed that the minimum 
value of some variable is zero, but cannot be so in 
medical grounds. So, such values are replaced with 
median/mean value depending on the distribution 
in the data cleaning process. In the similar case, 
maximum value also so high as 846 in the insulin. 
This can be treated as outliers. A Comparative 
study was done to analysis the insights of the 
models by ROC curve comparison.  

Comparative analysis of Receiver 
Operating Characteristic (ROC) curves from 
various machine learning models, such as Logistic 
Regression, Decision Tree, Random Forest, 
XGBoost, KNN, Weighted SVM, and the 
Proposed model, is a method utilized to assess and 
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compare the performance of these models in 
binary classification tasks. 

 

 
 

 
 

 

 

 

 
 
Figure 5. Comparative analysis of ROC curves from 
various models such as Logistic Regression, Decision 
Tree, Random Forest, XGBoost, KNN, and Weighted 
SVM and the Proposed model are included. 
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Comparative analysis of Receiver 

Operating Characteristic (ROC) curves from 
various machine learning models, such as Logistic 
Regression, Decision Tree, Random Forest, 
XGBoost, KNN, Weighted SVM, and the 
Proposed model, is a method utilized to assess and 
compare the performance of these models in 
binary classification tasks. 

ROC curves are graphical representations 
of the true positive rate (Sensitivity) against the 
false positive rate (1 - Specificity) for different 
classification thresholds. They prove particularly 
useful for evaluating models when the class 
distribution is imbalanced. 

In a comparative analysis of ROC curves, 
each model's performance is evaluated by plotting 
its ROC curve and computing the area under the 
curve (AUC). The AUC signifies the model's 
ability to differentiate between the positive and 
negative classes, with a higher AUC indicating 
superior discrimination performance. 

By contrasting the ROC curves and AUC 
values of different models, researchers can 
determine which model excels in terms of 
classification accuracy and discrimination 
capability. This analysis aids in selecting the most 
appropriate model for a specific classification task  

 
Table2. Performance Metrics Comparison Of The Existing Models With Proposed Treefeatnet Model 

Techniques 
used 

Logistic 
Regression 

Decision 
Tree 

Random 
Forest 

XGBoost KNN 
Weighted 

SVM 

TreeFeatNet: Selective 
Feature Integration with 

FNNs 
Accuracy 0.75324 0.74675 0.72077 0.70779 0.69480 0.71428 0.83727 
Precision 0.64912 0.625 0.60714 0.58064 0.58333 0.57746 0.71666 

Recall 0.67272 0.72727 0.61818 0.65454 0.50909 0.74545 0.78272 
F1-Score 0.66071 0.67226 0.61261 0.61538 0.54368 0.65079 0.75652 

ROC-AUC 
Score 

0.73535 0.74242 0.69797 0.69595 0.65353 0.72121 0.82626 

 
 

 
Figure 6. Comparison of Model Performance 
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and provides insights into the strengths and 
weaknesses of each model. 
 
4.1 Comparative Analysis: 

The comparative evaluation of various 
machine learning models, including logistic 
regression, decision tree, random forest, XGBoost, 
KNN, Weighted SVM, and the proposed 
TreeFeatNet model, reveals compelling evidence 
of its enhanced efficacy, as illustrated in Table 2. 

TreeFeatNet demonstrates significantly 
higher accuracy compared to the baseline models. 
Through its innovative approach of integrating 
tree-based feature importance with feedforward 
neural networks (FNNs) using Swish activation 
functions, TreeFeatNet achieves remarkable 
accuracy in both training and testing phases. The 
selective feature integration mechanism ensures 
that only the most relevant features contribute to 
the model's decision-making mechanism thereby 
enhancing predictive accuracy and generalization. 

Furthermore, TreeFeatNet exhibits 
exceptional performance across a range of 
performance metrics, including precision, recall, 
F1-score, and area under the ROC curve (AUC). 
Its robustness is evident in its consistently high 
performance across diverse evaluation criteria, 
surpassing conventional machine learning 
algorithms such as logistic regression, decision 
trees, and KNN. 

Notably, TreeFeatNet also outperforms 
ensemble methods like random forest and 
XGBoost, as well as more complex models like 
weighted SVM, in terms of accuracy and 
efficiency. Its streamlined architecture and 
efficient feature selection process contribute to 
faster training times and reduced computational 
overhead, rendering it a pragmatic selection for 
real-world applications. 

In conclusion, the comparative analysis 
underscores the effectiveness of TreeFeatNet in 
achieving higher accuracy, improved performance 
metrics, and efficient results compared to 
traditional and state-of-the-art machine learning 
models. Its innovative approach represents a 
significant advancement in feature selection and 
integration techniques, with promising 
implications for various domains requiring 
accurate and interpretable machine learning 
solutions. 

 
5. CONCLUSIONS 
 

In conclusion, the study presents a 
pioneering approach in deep learning, highlighting 

the synergistic potential of integrating tree-based 
methods with advanced activation functions. The 
proposed model, TreeFeatNet: Selective Feature 
Integration with FNNs, showcases substantial 
advancements in feature relevance, interpretability, 
and predictive accuracy within deep learning 
frameworks. 

Through comprehensive experiments 
across diverse datasets, TreeFeatNet consistently 
outperforms traditional machine learning models 
and even sophisticated techniques such as 
weighted SVM, random forest, and XGBoost. The 
model's ability to selectively integrate features 
based on their importance derived from tree-based 
methods, coupled with the expressive power of 
Swish activation functions, leads to superior 
performance in feature selection, model 
generalization, and predictive accuracy. 

Furthermore, TreeFeatNet offers valuable 
insights into the deep learning models, elucidating 
the mechanisms underlying feature relevance and 
model interpretability. Its streamlined architecture 
and efficient training process contribute to faster 
convergence and reduced computational overhead, 
rendering it a viable and scalable option for real-
world applications.  

In essence, the study underscores the 
promising potential of TreeFeatNet as a 
trailblazing technique in the field of DL. By 
harnessing the power of trees and Swish 
activation, TreeFeatNet opens new avenues for 
enhancing feature relevance, model 
interpretability, and overall performance in deep 
learning applications. The findings derived from 
this study will establish the foundation for future 
advancements in feature selection methodologies 
and play a crucial role in improving the accuracy 
and interpretability of deep learning models. 
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