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ABSTRACT 
 

The COVID-19 pandemic has spurred the rapid adoption of e-learning systems, necessitating effective 
personalization strategies to cater to diverse learner needs. However, existing e-learning platforms often face 
challenges in providing tailored learning experiences. While existing Case-Based Reasoning (CBR) 
approaches in e-learning hold promise for personalization, their effectiveness hinges on robust case 
representation and retrieval methods. This paper addresses these limitations by proposing a hybrid case 
retrieval approach using feature-vector case representation for an Adaptive Intelligent Educational 
Distributed Case-Based Reasoning (AIED-CBR) system to capture comprehensive learner profiles This 
approach combines the strengths of rule-based and K-Nearest Neighbors (KNN) techniques within a Multi-
Agent System architecture to enhance the efficiency and accuracy of case retrieval in personalized learning 
path generation. We leverage ontologies for knowledge description, facilitating efficient reasoning and 
knowledge sharing within the system. We present the system's architecture, detailing the hybrid retrieval 
mechanism and its integration with multi-agent collaboration, and the role of ontologies. This hybrid 
approach addresses limitations of existing CBR-based e-learning systems, offering the potential to create 
more effective and adaptable personalized learning experiences. 
Keywords: Case-Based Reasoning (CBR), Adaptive E-learning systems (AES), Ontologies, Multi-Agent 

System, K-Nearest Neighbors (KNN), Rule-based reasoning, Case representation. 
 
 
1. INTRODUCTION  
 

The unprecedented global shift towards 
online learning due to the COVID-19 pandemic has 
underscored the critical need for e-learning systems 
that can deliver personalized and effective learning 
experiences tailored to individual learner needs and 
preferences. While traditional e-learning platforms 
often employ generic instructional methods, 
personalized learning can significantly enhance 
engagement, retention, and overall educational 
outcomes. Case-Based Reasoning (CBR) emerges as 
a promising paradigm in this context, leveraging past 
experiences to inform adaptive learning pathways 
and recommendations. 

However, the effectiveness of a CBR 
system heavily relies on its case representation, 
which influences the similarity assessment between 
new learners (target cases) and past learning 
experiences (stored cases). This, in turn, affects the 

system's ability to suggest appropriate learning 
paths. Current CBR research in e-learning 
acknowledges this, with efforts focused on 
developing more robust case representations. 

Moreover, the efficiency of case retrieval 
approach is essential for accurately matching new 
learner profiles with relevant past cases, enabling the 
system to recommend personalized learning paths 
effectively. Different case retrieval techniques exist 
for CBR systems, aiming to enhance the adaptability 
and responsiveness. Notably, [1] reviewed widely 
used methodologies in this area. A well-designed 
case retrieval method not only improves 
recommendation accuracy but also contributes to the 
overall efficacy and user satisfaction of personalized 
learning experiences. 

 
Furthermore, the incorporation of learner 

feedback for continuous case evaluation is essential 
for refining and improving the adaptability of CBR 
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systems in e-learning. By actively soliciting and 
integrating user input, such systems can iteratively 
optimize recommendations, ensuring they align with 
evolving learner needs and preferences. This 
iterative feedback loop fosters a dynamic learning 
environment where recommendations become 
increasingly personalized and effective over time 

. 
In this paper, we propose a novel approach 

to address these challenges by introducing a robust 
feature-vector case representation tailored for e-
learning CBR systems. Our method aims to capture 
nuanced learner attributes comprehensively, 
enabling precise similarity assessments and 
personalized recommendations. Additionally, we 
advocate for a hybrid case retrieval strategy that 
combines rule-based reasoning with the K-nearest 
neighbor algorithm to enhance retrieval efficiency 
and accuracy. By emphasizing the importance of 
relevant case retrieval methods and the integration of 
learner feedback, our research aims to advance the 
state-of-the-art in personalized e-learning systems, 
ultimately enhancing the educational experience for 
learners worldwide. Additionally, we introduce the 
use of ontologies within the system. Ontologies 
provide a structured representation of domain 
knowledge, facilitating efficient reasoning, 
knowledge sharing, and interoperability between 
different agents in a multi-agent CBR system. 

 
The following sections of this paper are 

organized as follows: in Section II, we present the 
case-based reasoning approach along with a review 
of some e-learning CBR systems using hybrid 
approaches for case retrieval. In Section III, we 
discuss the rule-based approach and its efficiency in 
CBR systems. In Section IV, we provide a 
comparative analysis of some supervised machine 
learning techniques that could be used for case 
retrieval in CBR systems. In Section V, we present 
the system architecture and technical architecture of 
the proposed CBR e-learning system using a hybrid 
approach for case retrieval. Finally, we draw some 
conclusions and perspectives in Section VI. 

 
2. CASE BASED REASONING FOR E-

LEARNING SYSTEMS 

   
Case-Based Reasoning (CBR) stands as a 

prominent Artificial Intelligence methodology 
widely embraced across diverse domains ([2], [3], 
[4]) to tackle adaptation challenges. This paradigm 
holds significant promise for enhancing the 
effectiveness of complex and unstructured decision-
making processes. The fundamental aim of the CBR 

approach is to address a current target problem, 
denoted as the "target case," by leveraging solutions 
from past cases known as the "source solution." 
These pairs, comprising (source_problem, 
source_solution), are commonly referred to as 
"source cases," collectively forming the "Case 
Base." This resolution process can be achieved 
following these steps [5]:  
 

 Elaborate: Reformulate a clear description 
of the target case from the submitted request 

 Retrieval: Finding similar cases from the 
case base based on the current problem. 

 Reuse: Adapting the solution from a 
retrieved case to the new problem. 

 Revision: Evaluating and potentially 
refining the adapted solution. 

 Retention: Integrating the new experience 
(including the adapted solution) as a new 
case into the case base for future use. 

Various works in the field of e-learning 
leverage CBR to personalize learning experiences 
for individual learners. These works include Case 
Based Reasoning Adaptive E-Learning System 
Based On Visual-Auditory-Kinesthetic Learning 
Styles [6]: An Adaptive E-learning System that 
tailors learning materials to learner styles (visual, 
auditory, kinesthetic), utilizing a feature-based 
approach for case representation and employing the 
CBR approach with the Nearest-Neighbor algorithm 
for case retrieval to provide suitable pedagogical 
content. MOOC-Rec [7] Is a CBR-based 
recommender system for MOOCs that suggests 
suitable courses based on learner profiles and past 
learning experiences. Cases in Mooc-rec are created 
by extracting learning source features from XML 
pages of MOOCs indexed and listed in online 
directories dedicated to MOOCs, these cases are 
represented as a simple (problem, solution) pair 
where Problem (user’s query), Solution (MOOCs’ 
URL)). For relevant cases retrieval, MOOC-Rec 
employs a k-d binary tree that organizes cases based 
on their similarity. The Levenshtein distance is used 
as a similarity measure to assess the local similarity 
between case attributes. Additionally, the system 
calculates similarity bounds to prioritize case 
clusters during the search, ensuring efficient 
retrieval of the most relevant MOOC 
recommendations for each learner. IHCBR [8] 
introduces a novel approach to adaptive learning 
systems by integrating multi-agent architecture with 
incremental hybrid case-based reasoning (IHCBR 
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which combines rule-based reasoning and case-
based reasoning. Rule-based reasoning provides 
initial guidance based on domain knowledge, while 
case-based reasoning leverages past learning 
experiences to adapt learning paths further. The 
multi-agent architecture enables collaborative 
problem-solving and decision-making among 
various agents responsible for different aspects of 
the learning process, including case retrieval, 
adaptation, and evaluation. [9] A Hybrid 
Recommender System Using Rule-Based and Case-
Based Reasoning this research explores a hybrid 
recommender system that combines rule-based and 
case-based reasoning for personalized 
recommendations. It highlights the complementary 
nature of these techniques, where rules provide 
initial filtering and CBR refines recommendations 
based on specific user profiles. 

 
These studies highlight the advantages of 

the use of multi-agent systems and hybrid 
approaches in personalized learning, demonstrating 
the potential for integrating different reasoning 
techniques to overcome limitations and achieve 
more effective adaptation. However, some 
limitations remain, such as the insufficient 
knowledge diversity in cases as they don’t cover all 
the information needed for an optimal adaptability as 
for [5] and [6]. Additionally, many of the referenced 
approaches may encounter the cold start problem 
especially with new cases as for [5], |6] and [8]. 
Furthermore, the systems discussed typically 
overlook user feedback on the recommended 
learning paths, impacting the improvement of the 
efficiency of the proposed solution. All These 
identified limitations have the potential to adversely 
impact the adaptability and the effectiveness of the 
learning system. 

 
In response to these challenges, our 

proposed solution involves a comprehensive case 
representation that encompasses detailed learner 
information. We advocate for a hybrid case retrieval 
approach that enables precision through two-phase 
case extraction. Furthermore, we emphasize the 
importance of incorporating user feedback to assess 
content clarity, adaptability, and efficiency, thereby 
enhancing the overall effectiveness of the learning 
system. 
 
3. FEATURE-VECTOR CASE 

REPRESENTATION 

 
In the Adaptive CBR E-learning system 

(ACES), case representation is a key problem that 

affects information gathering and processing. ACES 
collects information about learners’ preferences, 
learning styles, prerequisite and their behavior while 
using the system, for helping the system to adapt to 
each individual learner. This information is typically 
defined as a feature vector where each variable 
represents a type of information about the learner 
and the concrete value of it. 

 
In a vector representation each feature 

corresponds to a particular characteristic or attribute 
of the represented data.[10] It is a measurable 
property aiding in the description or the distinction 
of data in the vector. Feature vectors play an 
important role in machine learning algorithm, 
serving to characterize the individuals or data 
instances and enabling the execution of various tasks 
such as classification, regression, clustering, and 
more.[11] The choice of appropriate feature vectors 
significantly influences the success of machine 
learning models. Therefore, it is crucial for features 
to be meaningful, discriminating, and independent 
attributes, ensuring the effectiveness of the machine 
learning algorithms employed. 

 
Several studies have been conducted to 

establish a well-defined learner model using feature-
vector representation [12] [13]. However, these 
systems focus primarily on external factors such as 
learner behavior and performance, neglecting 
internal factors describing learner’s learning style, 
preferences, proficiency level and personality. On 
the other hand, [14] proposes a novel method for 
learner model description using feature-vector 
representation that incorporates both external and 
internal information aiming to satisfy learners’ 
personal preferences. It provides a clear description 
of learner information, including behavioral 
features, performance features and personal features. 
Our research draws inspiration from this work [14], 
adapting the proposed solution to our CBR e-
learning system. 
 
4. RULE-BASED REASONING 

 
Rule-based reasoning (RBR) is an artificial 

intelligence (AI) approach that makes decisions or 
draws conclusions based on a set of explicitly 
defined rules. These rules typically follow an "if-
then" structure, where the "if" part specifies 
conditions and the "then" part defines corresponding 
actions. RBR offers a structured and efficient way to 
encode domain knowledge and guide decision-
making. in e-learning systems [15].  
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Rule-Based Reasoning (RBR) in CBR e-
learning systems can utilize predefined rules to make 
decision and provide personalized recommendations 
for learning materials, courses, or activities based on 
learners' profiles, these rules are created based on 
expert knowledge or domain-specific principles. 

 
Several CBR systems leverage RBR in 

conjunction with case-based reasoning [8],[9] as it 
provides several advantages in term of 
Explainability (Rules are often easier to understand 
and interpret compared to other reasoning 
techniques) and  Efficiency (Predefined rules can 
facilitate quick decision-making in situations 
requiring immediate responses). 

 
5. K-NEARSET NEIGHBOR ALGORITHM  

 
K-nearest neighbors (KNN) is a commonly 

used case retrieval algorithm in case-based 
reasoning Recommender System (CBR-RS) 
systems. It is used to find similar cases from a case 
base based on their characteristics, due to its 
effectiveness and potential for improving the 
accuracy of CBR systems. Several papers discuss the 
use of KNN in case retrieval, such as [16], [17]and 
[4]. It is considered as one of the oldest and simplest 
approaches for pattern classification. Its principle 
comes from geometric measurement, where each 
unlabeled example is assigned the majority label of 
its k-nearest neighbors in the training set. Even 
though it is a simple approach, the KNN rule 
frequently produces competitive outcomes [18]. 

For e-learning Case-Based Reasoning 
(CBR) recommender systems, K-Nearest Neighbors 
(KNN) can be a valuable algorithm to achieve the 
retrieval process, in order to provide personalized 
recommendations to learners. Each case is typically 
represented as feature-vector, containing 
information about the learner, the learning content, 
and any contextual factors. The KNN algorithm 
identifies the K most similar cases (nearest 
neighbors) to the new case based on the calculated 
similarities. These nearest neighbors represent past 
learning experiences or recommendations that are 
most similar to the current learner's situation. 

In addition, we need to carefully consider 
the choice of k, and the recognition rate of the 
classifier obtained by choosing different will vary to 
some extent. When the value of k is too small, the 
approximation error will decrease, but the estimation 
error will increase; when the value of k is too large, 

the estimation error will decrease, but the 
approximation error will increase. 

 
Overall, K-nearest neighbor (k-nn) 

classifiers are appealing because of their simplicity, 
ability to model a wide range of parametric and non-
parametric distributions, and theoretical optimality 
as the training size goes to infinity [18]. They can 
serve as well as a powerful technique in e-learning 
CBR recommender systems. what motivates us to 
use it as method for case retrieval in our Adaptive 
CBR e-learning system. 
 
6. SYSTEM ARCHITECTURE: 

 
In our proposed system, we represent cases 

using a four feature-vector to facilitate case 
utilization and extensibility. We adopt a hybrid 
approach combining rule-based and KNN 
algorithms for case retrieval. Additionally, we 
incorporate user feedback in case evaluation to 
enhance the effectiveness of learning experiences. 
Furthermore, we leverage several ontologies 
(competencies, domain knowledge, learning object, 
learner model, pedagogical training) for knowledge 
description. This combination of techniques aims to 
provide a robust and adaptable personalized learning 
experience within our e-learning system. 

 

Inspired by [8],[14]and[9], we adopt the 
feature-vector method for case representation. 
Adapting the feature-vector representation to our 
CBR e-learning system, we divided cases (problems 
to solve) in our system into four subcases 
(subproblems), each described using the feature 
vector containing all the learner's features 
considered significant for the system's performance. 

 
PI(La)= {L, P, FN, LN, A, M, C} 
TR(La)= {G, C, PT, FSLM} 
LT(La)= {CC, LOi, ti, NVLOi, RT, RN} 
FB(La)= {QScore, PTScore} 
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Where PI(La) is the personal information 
vector of an active learner describing demographic 
information of the learner (Login (L), password (P), 
first_name (FN), last_name (LN), age (A), mail (M), 
country (C)). TR(La) is the Training Request vector 
defining the learner’s goal for the pedagogical 
training (G), targeted competency (Comp), Result of 
the prerequisite test (PT) and the result of the Felder 
and Silverman Learning style test (FSLM). LT(La) 
is the learner traces vector, storing learner 
interactions considering Chosen Course (CC), 
sequence of the learning object training (LOi), Time 
(Ti) spent in each learning object (LOi), number of 
visits (NVLOi) of the learning object (Si), Type of 
resources (Definition, Notion, Example, Algorithm, 
Exercise, Quiz) (RT), Nature of resources (Text, 
Audio, Picture, Video) (RN). Finally, FB(La) is the 
learner feedback vector collecting opinions about the 
consumed pedagogical training considering: the 
score of a choice-based questionnaire gathering 
information about resource type adaptability, 
resource nature adaptability and provided learning  
object clarity; and the score of a post-training 
assessment measuring knowledge acquisition and 
retention. 
 

This comprehensive feature-vector method 
facilitates a detailed representation of each subcase, 
providing essential data for the efficient functioning 
of the CBR cycle within our system. 
 

6.1 Multi-agent CBR system: 
The architectural design of the Adaptive Educational 
Distributed Case-Based Reasoning System 
(AEDCBRS), as illustrated in Figure 1, is the 
improved version of the architecture proposed in 
[19]. It intricately incorporates 9 collaborating 
agents to collectively address various functionalities 
crucial to the system. For personalized pedagogical 
training generation, a dynamic Case-Based 
Reasoning (CBR) cycle is employed and 
meticulously managed by six key agents to ensure 
the effective functioning of the reasoning cycle: 
 

Interface Agent (IA), functioning as the 
ReactJS frontend, plays a pivotal role in receiving 
learning requests from users, encompassing their 
goals and preferences. Beyond this, it gathers 
pertinent information about the learner's existing 
knowledge and skills by utilizing the results of the 
prerequisite test and Felder-Silverman Learning 
Style Test Forms. Subsequently, it seamlessly 
communicates with the Manager Agent to initiate the 
CBR cycle. Its responsibilities extend to displaying 
learning content, thereby ensuring a tailored and 
user-friendly experience for learners. 
 

Manager Agent (MA), implemented in 
Python FastAPI, acts as the orchestrator of both 
agent interactions and the Case-Based Reasoning 
(CBR) process flow. It plays a crucial role in 
managing the entire system by: 

Target_case: learner 
request vector. 

Learner request IA 

New profile 

PMA 

EA RA 

Suspended training 
Target_case: learner 
Traces vector. 

Rule-Based 
retrieving 

KNN retrieving 

EvA 

Interpreting  
learner feedback 

Positive 

N
eg

at
iv

e 

RetA 

Generate new 
future case 

MA 

Learner 

-CaseBase 
-Knowledge Base 

Proposed 
Training 

HMI 

Figure 1: The proposed Architecture of the Multi-Agent Hybrid CBR E-learning System 
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 Assigning tasks: Based on expertise 
and roles, the MA efficiently 
distributes tasks among other 
agents, ensuring optimal utilization of 
their capabilities. 

 Managing communication and data 
flow: It acts as a central 
hub, coordinating seamless 
communication and data exchange 
between agents, fostering smooth 
collaboration. 

 Overseeing the problem-solving 
process:  The MA oversees the entire 
CBR process, ensuring its effective 
execution and progress. 

 Data management: The MA also acts 
as a central repository, saving and 
updating all information sent by other 
agents. This ensures everyone has 
access to the latest data for informed 
decision-making. 

 
Profile Manager Agent (PMA) operates 

as a Python FastAPI microservice interacting with 
MongoDB. This agent retrieves and provides 
comprehensive learner profiles, encompassing 
competencies, learning styles, and preferences. It is 
responsible for creating, updating, deleting, 
searching, and storing learner profiles in response to 
Interface Agent requests. Additionally, the PMA 
collaborates with the Manager Agent to retrieve 
relevant information about learners, learning objects, 
competencies, and pedagogical training sequences, 
offering support to the Elaboration Agent in its tasks. 
 

The Elaboration Agent (EA), a Python 
FastAPI microservice, plays a pivotal role in 
constructing problem descriptions from learner 
profiles and requests. By analyzing the learner's 
profile and learning goals, the EA creates a detailed 
representation of the learning problem (the target 
case). Providing concise descriptions of learner 
information based on input from the Manager Agent, 
the EA significantly contributes to the search for 
similar source cases, laying the groundwork for 
subsequent agents in the system. 

 
In our architecture, two distinct types of 

elaborations are implemented: 
Initial Elaboration: This process is initiated 
after the learner's initial request, using features 
stored in the Training-Request TR(La) vector to 
reformulate a basic target case. It provides an 
initial proposition of a personalized learning 
process. 

Re-Elaboration: This is Triggered when a 
learner encounters a problem or expresses 
dissatisfaction with the delivered learning 
sequence or abandons the current training. In 
this phase we consider learner’s behavior and 
activities during the first recommendation to 
provide a more suitable learning path using the 
Learner-Traces LT(La) vector. 
 

Retrieving Agent (RA), The Retrieving 
Agent (RA), implemented as a Python FastAPI 
microservice, facilitates the retrieval of relevant past 
learning cases from a comprehensive case base. 
Leveraging ontologies, rule-based reasoning, and K-
Nearest Neighbors (KNN) algorithms, the RA 
efficiently identifies and filters the most similar 
cases within the system, guiding the subsequent 
adaptation process for new learners. 

 
Case Retrieval for Initial Elaboration: 

Rule-Based Approach: 
During initial elaboration, the RA utilizes 

the rule-based approach to search for similar cases 
based on the Training-Request vector features. 
These rules follow an "IF-THEN" structure, where 
specific conditions based on the TR(La) vector 
trigger actions that dictate the retrieval of 
appropriate cases from the existing pool. 

 
The proposed algorithm given below in 

(Algorithm 1) differentiates between two types of 
features for similarity measurement: numerical and 
categorical features. Numerical features like 
prerequisite scores are compared using a normalized 
difference-based similarity (Formula 1), 
emphasizing exact value matching. Categorical 
features like goals and competencies are evaluated 
using Jaccard similarity [20] (Formula 2), which is 
robust to minor variations in wording. 

 
 

 
𝐒𝐢𝐦𝐢𝐥𝐚𝐫𝐢𝐭𝐲(𝑳𝒂, 𝑳𝒊)

=
𝟏

𝟏 + 𝑷𝑻𝑺𝒄𝒐𝒓𝒆𝑳𝒂
− 𝑷𝑻𝑺𝒄𝒐𝒓𝒆𝑳𝒊

 

 

(1) 

 
𝐹𝑢𝑧𝑧𝑦_𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐿 , 𝐿 )

=
𝑠𝑖𝑧𝑒𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ∩ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒

𝑠𝑖𝑧𝑒𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ∪ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒
 

 

(2) 
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Dynamic Thresholding for Personalized 
Retrieval 

To ensure flexible and context-aware 
matching, we adopt a feature-specific method for 
threshold definition: 

 
 G & C: Use Jaccard similarity with a 

threshold of 0.75, considering the potential 
for minor variations in wording for these 
string features. 

 PT: Normalized difference-based 
similarity with a dynamically calculated 
threshold based on feature distribution 
characteristics (mean (Formula 3) and 
standard deviation (Formula 4)). This 
ensures stricter matching for higher scores 
and more flexibility for lower 
scores, tailoring retrieval to the specific 
value. 
 

𝑚𝑒𝑎𝑛_𝑣𝑎𝑙𝑢𝑒 =
𝑃𝑇_𝑆𝑐𝑜𝑟𝑒

𝑛
 

 

(3) 
 

 
𝑠𝑡𝑑_𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

=
∑ 𝑃𝑇 − 𝑚𝑒𝑎𝑛_𝑣𝑎𝑙𝑢𝑒

𝑛
 

 

(4) 
 

 
With: 

 i: Index of retrieved case. 
 n: Number of retrieved cases. 
 Threshold = mean_value ± 

std_deviation (adjusted based on 
target_value < mean_value) 
 

 FSLM: Strict similarity (threshold of 1.0) is 
used since learning styles are typically 
more specific and less prone to variations. 
 

 
Algorithm 1:  Rule-Based Case Retrieval Algorithm 

Case Retrieval for Re-Elaboration: KNN 
Approach 

In this phase we consider the behaviour of 
the learner considering his learning paths during the 
first proposition, This comparison is based on 
information that is collected from the observation 
and analysis of learning traces LT(La) vector to 
provide a tailored pedagogical training. 
 

In our learning environment, each learner's 
educational journey consists of a sequence of 
learning objects, indexed by i (ranging from 0 to 
LOn, indicating the number of learning objects in 
each course). For each learning object, we record the 
time spent by the learner to achieve a learning object 
in the chosen course in addition to the number of 
visit of each one. This information is captured in the 
LT(Li) vector, defined as: 

 
LT(Li)= {CC, LO1, LO2, LO3,…, LOn, t1, 

t2, t3,…, tn, NVLO1, NVLO2, NVLO3,…, NVLSn, 
RT, RN} 

 
To retrieve similar cases to the current 

query case we employ K-Nearest Neighbors (k-NN) 
algorithm with the Euclidean similarity measure 
(Algorithm 2). This retrieves the k most similar cases 
from the stored data based on their learning traces. 
The optimal K value usually found is the square root 
of N [21], where N is the total number of successful 
learners. 
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To further personalize the 

recommendation, we create a frequency table that 
counts the occurrences of each unique learning path 
among the retrieved cases. Each row of the 
frequency table represents a unique learning path, 
and each column represents a learning object. By 
analyzing the frequency table, particularly focusing 
on paths with the highest counts, we identify 
common learning patterns exhibited by successful 
learners. 
 

 
Algorithm 2: KNN Algorithm for Case Retrieval 

 
The Evaluation Agent (EvA), The Evaluation 

Agent (EvA) in the CBR e-learning system is 
responsible for assessing learner performance and 
understanding, collecting learner feedback regarding 
the effectiveness of the learning experience, and 
triggering case retention or re-elaboration based on 
this feedback. Implemented as a Python FastAPI 
microservice, the EvA plays a crucial role in 
providing insights for case base updates and system 
improvement based on feedback vector features. 

 
 Collecting Learner Feedback: 

The EvA collects feedback from learners 
regarding their learning experience using a 
choice-based questionnaire provided after 
the completion or suspension of a 
recommended course. This questionnaire 
assesses learner satisfaction and provides 
valuable insights into their experience. 

 Assessing Learner Performance: 
After the completion of each learning   
object, learners are invited to take a post-
training assessment to measure their 
knowledge or skills. This assessment helps 
evaluate learning gains and informs the 
adaptation of future learning 
recommendations. 

 
The EvA interprets learner feedback to 

understand their judgment regarding the 
effectiveness of the learning experience. It 
categorizes feedback into positive or negative 
sentiments to decide whether to retain the learning 
process in the case base or initiate a new elaboration. 
 

The Retaining Agent (RetA), a Python 
FastAPI microservice, is responsible for storing new 
cases in MongoDB. This agent ensures the 
preservation of new learning cases and successful 
solutions in the case base for future use. 
Simultaneously, it updates learner profiles with 
acquired competencies and progress, thereby 
enriching the repository for future reference and 
enhancing the system's adaptability. 
 
 
6.2 Knowledge Models: 
To simplify the adaptation process and ensure the 
reuse and sharing of information across different e-
learning systems, we propose to organize the system 
into various interoperable models adhering to 
diverse standards. Below, we present different 
models modeled in described in details in [22]: 
 
Learner Model, also referred to as Learner Profile, 
furnishes a comprehensive description of the learner, 
encompassing goals, preferences, prerequisites, 
learning styles, competencies, and more. This model 
is crafted based on the LMS-LIP standard, ensuring 
a robust foundation for accurate representation and 
utilization of learner information. [23].   

Learning Object Model: This model 
offers a comprehensive depiction of the pedagogical 
content delivered to the learner, encompassing tags, 
difficulty levels, prerequisites, and more. It plays a 
crucial role in enhancing the alignment between 
learning objects and the specific needs and 
preferences of learners. The modelling of Learning 
Resources was executed utilizing Learning Object 
Metadata (LOM) for precision and efficiency. [24]. 
 
 

Competency Model: This model defines 
the skills and relationships that learners can acquire 
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through specific pedagogical training. It provides a 
comprehensive description of target competencies, 
enabling precise mapping of learning opportunities 
to desired outcomes. The model adheres to the IMS-
RDCEO standard [25], ensuring interoperability and 
integration with other competency-based systems. 

 
Pedagogical Training Model: This model 

offers a comprehensive overview of various learning 
object sequences. Its purpose is to generate a tailored 
pedagogical training program designed for specific 
goals or competencies in need of improvement. The 
model was structured utilizing IMS-Learning-
Design [26] for enhanced effectiveness and 
adaptability.  
 

 
7 TECHNICAL ARCHITECTURE:  

 
In the pursuit of furnishing learners with 

effective pedagogical training for competency 
development within an adaptive e-learning system, 
we propose a technical architecture for an Adaptive 
Intelligent Educational Distributed Case-Based 
Reasoning (AIED-CBR) system presented in 
Figure4.  
The technological foundation of our system is 
organized into Frontend, Backend, Agent 
Infrastructure, Database, and Ontologies 

 
Frontend: 

The student interface is implemented using 
ReactJS, to ensure dynamism and responsiveness, 
managing all learners’ activities on the system: 
registration, login, profile management, course 
exploration and enrollment, personalized learning 
paths, content recommendations, interactive 
exercises, assessments, and adaptive feedback and 
progress tracking. 

 
Backend:  

A robust and scalable backend API, 
implemented with Python and FastAPI, efficiently 
oversees user data, course content, Case-Based 
Reasoning (CBR) processes, and coordination 
among agents for effective communication. 

 
Agent Infrastructure:  

 
Asynchronous communication and 

coordination among agents are facilitated by ACL 
language [27] allowing for parallel processing and 
enhancing system efficiency in responding to user 
interactions. 

 

 

  

Figure 2: The proposed Technical Architecture for the AIED-CBR system 
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Database:  

MongoDB serves as the storage solution for 
diverse system data, including learner profiles 
containing competencies, preferences, and progress, 
course content with metadata and learning objects, a 
case base housing problem-solution pairs, and 
ontologies providing domain knowledge and 
competency descriptions. 

 
Ontologies:  

Formal representation of domain knowledge 
and competency structures is achieved through the 
use of OWL. This choice enables semantic reasoning 
and ensures interoperability with other systems. This 
comprehensive technology stack collectively 

contributes to the adaptability, scalability, and 
efficiency of our e-learning system, aligning with the 
demands of contemporary educational landscapes. 
 
8. WORK REPORT 

 
      In this paper, we propose an 

enhancement of the foundational architecture of an 
adaptive e-learning distributed CBR system 
introduced in [19], transitioning towards a design for 
an adaptive e-learning Multi-Agent Hybrid CBR 
system. This enhancement is clearly illustrated in 
Table 1. 

 

Table 1: Ameliorations in the New Architecture 

Adaptive E-Learning Distributed CBR 
System 

Adaptive E-Learning Multi-Agents Hybrid CBR 
System 

- Using CBR dynamic cycle. 

- Integrate MAS with CBR to achieve the CBR 
cycle. 

- Employ ontologies for knowledge description. 

- Improve the multi-Agent CBR dynamic cycle. 

- Propose a clear and detailed case representation 
using feature-vector representation to simplify the 
case retrieval. 

- Utilizing a hybrid approach for case retrieval 
combining the strengths of Rule-based and KNN 
methods.  

- Incorporate User’s feedback for case evaluation 

- Use of new technologies for architecture 
implementation. 

 
9. CONCLUSION: 

 
 This paper presents the architecture of an 

Adaptive Multi-Agent CBR E-learning system, 
employing feature-vector case representation to 
describe the learner profile. This representation 
covers all pertinent information necessary for 
relevant learning path recommendations, including 
personal information, learner requests, behavioral 
data, and learner feedback. The information is 
structured into four feature vectors, each tailored for 
specific phases of the CBR cycle. Additionally, we 
propose a hybrid approach to case retrieval within 
the multi-agent CBR cycle, integrating rule-based 
reasoning and the K-NN algorithm to enhance case 
retrieval efficiency and accuracy compared to 
traditional CBR methods. We also incorporate 
learner feedback into the evaluation phase of the 
CBR cycle to ensure ongoing improvement in 

system efficiency over time. The proposed system 
architecture and knowledge models offer a flexible 
and scalable framework for personalized learning 
experiences. 

 
Looking ahead, future research directions 

may involve exploring advanced machine learning 
algorithms, such as deep learning and reinforcement 
learning, for further enhancing the intelligence and 
adaptability of hybrid CBR systems in e-learning 
environments. Additionally, investigating the impact 
of user feedback mechanisms and collaborative 
filtering techniques on recommendation quality and 
learner engagement could provide valuable insights 
for refining our approach. Furthermore, we look 
forward to testing the proposed technical 
architecture in order to evaluate its efficiency for the 
CBR cycle managing. 
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