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ABSTRACT 

Unwanted email spam involves sending messages to numerous recipients, typically to market products, 
services, or scams without the recipient’s consent. These messages often contain false information. The goal 
of identifying email spam is to recognize and filter out undesired communications before they reach 
recipients' inboxes. Detecting spam emails is crucial for all involved parties, including users, companies, and 
email service providers. The detection of email spam impacts user satisfaction, security measures, 
trustworthiness, data security, network performance, cost management, adherence to regulations, reputation 
maintenance, industry norms, and the global email environment. By identifying and addressing email spam, 
individuals, businesses, and service providers can benefit from enhanced safety and effectiveness in the email 
network. The process of identifying email spam extends to email service providers, individuals, businesses, 
network managers, ISPs, security experts, regulatory bodies, data analysts, law enforcement agencies, 
cybersecurity entities, and developers of spam filtering software. Through the implementation of spam 
detection techniques, these entities can mitigate the risks associated with email spam and promote a secure 
and efficient email environment. In our methodology, we start by importing and preparing the data, followed 
by translating words into numerical sequences via word encoding. Subsequently, we train an LSTM network 
with a word embedding layer. We then select optimal solutions using the PSO algorithm and classify data 
using the trained LSTM network. Our results demonstrate that our approach enhances email spam detection 
and outperforms previous studies with metrics reaching up to 99.5%. We conclude that identifying email 
spam is essential for maintaining a smooth and reliable email platform. By detecting spam, users, companies, 
and email providers can improve user satisfaction, protect against cyber threats, conserve network resources, 
comply with regulations, and establish credibility with users. 

Keywords: Email spam; Cyber-Risks Cybersecurity attacks; LSTM; PSO; NLP. 

1. INTRODUCTION 

Detecting email spam has long been a challenge, 
particularly with the increasing popularity of 
email. Spam, defined as unsolicited messages, 
significantly impacts user experience, security, 
and network efficiency [1]. Various methods have 
been developed to address this issue, including 
rule-based filters, Bayesian filtering, machine 

learning, heuristics, behavioral analysis, 
collaborative filtering, and blacklisting [2]. These 
methods have evolved alongside advancements in 
machine learning, natural language processing, 
and AI [3]. However, creating spam detection 
systems that can adapt to evolving spamming 
tactics remains an ongoing challenge that 
necessitates industry collaboration and 
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continuous research to ensure global email 
security [4]. 

While advancements in detecting email spam 
have been made, significant obstacles persist. 
Issues such as mistakenly flagging legitimate 
emails or allowing spam to evade detection 
remain prevalent. Spammers continually refine 
their tactics, utilizing techniques such as 
encryption and psychological manipulation, 
which necessitate ongoing updates to detection 
systems. Zero-day attacks, exploiting unknown 
vulnerabilities, further complicate detection 
efforts [5]. The complexity of spam detection is 
compounded by the presence of nuanced 
meanings and content variability, which can 
sometimes evade content-based analysis 
employed by spam filters. Additionally, the 
resource-intensive nature of processing poses 
challenges for service providers [6]. Adversarial 
attacks also pose a threat by manipulating emails 
to bypass filtering mechanisms, raising privacy 
concerns associated with email scanning. To 
enhance spam detection, ongoing research is 
essential, leveraging a combination of strategies 
including machine learning, user input, and 
industry collaboration [7]. These efforts are 
critical for advancing email security and 
effectively combating the evolving tactics of 
spammers. 

Email spam involves sending unsolicited emails 
to a number of recipients without their 
permission. These emails often include 
advertisements, scams, fake content, malware or 
other unwanted material [8]. Spammers get email 
addresses through methods such, as collecting 
them from websites buying email lists or using 
tools to generate addresses [9]. Once they have a 
list of addresses spammers send out messages in 
the hope of reaching as people as possible. The 
content of spam emails varies. Some promote. 
Services of quality or legality [10]. Others try to 
trick recipients by pretending to be entities for 
phishing attacks or to collect information. Spam 
emails may also have attachments or links that can 
infect computers with malware or lead to websites 
[11]. The prevalence of email spam creates 
problems for users, email services and 
organizations. It fills up inboxes making it hard to 
find messages and can decrease productivity [12]. 
Spam emails also pose security threats, with 
content that could jeopardize personal 
information, financial resources or overall online 
safety. To tackle the issue of email spam, a range 
of methods and tools have been created, such, as 
spam filters, blacklists, collaborative filtering, 
machine learning algorithms and behavioral 
analysis. These solutions work towards detecting 
and preventing spam emails to enhance user 
safety and optimize the email usage experience 
[13].

 

Figure 1: Cyber security Applications 

The combination of Particle Swarm Optimization 
(PSO) and Long Short Term Memory (LSTM), in 
detecting email spam serves purposes Ray et al., 
[14]. One primary objective is to improve the 

accuracy of spam detection by enhancing the 
precision and dependability of identifying spam 
thereby reducing positives and false negatives 
[15]. Additionally, these methods are used to 
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tackle the complexity of patterns and sequences 
found in spam emails. By utilizing PSO and 
LSTM the system can effectively recognize 
structures and contextual hints allowing for a 
more comprehensive examination of the diverse 
patterns and sequences displayed in spam 
messages [16]. Another crucial goal is to adapt to 
evolving spam tactics enabling the developed 
models to adjust and effectively identify 
spamming strategies used by actors [17]. 
Furthermore, the utilization of PSO helps 
optimize efficiency and resource usage in 
detecting spam. This optimization involves 
refining detection algorithms adjusting model 
parameters and selecting features for 
identification of spam emails. Moreover, a key 
focus is, on achieving real time detection 
capabilities to ensure that detection models can 
quickly process emails in time leading to prompt 
identification and filtering of unwanted messages 
before they reach recipients mailboxes [18]. The 
combination of PSO and LSTM, in detecting 
email spam not focuses on enhancing accuracy 
and effectiveness but, on adjusting to the ever 
changing tactics of spammers all while ensuring 
prompt detection and filtering [19-22]. 

Research inquiries concerning the identification 
of email spam using Particle Swarm Optimization 
(PSO) and Long Short Term Memory (LSTM) 
could include; RQ1: Can PSO be effectively 
utilized to fine tune parameters, in LSTM models 
for detecting email spam? RQ2: How can the 
combination of PSO and LSTM be used to tackle 
patterns and sequences encountered in email spam 
detection? RQ3: Do PSO and LSTM have the 
ability to adapt to changing strategies used by 
spammers and consistently maintain detection 
effectiveness, over timeframes? The benefits of 
incorporating PSO and LSTM in identifying 
email spam are numerous. These include 
increased precision the ability to handle patterns, 
flexibility, in adapting to spam tactics, optimal 
use of resources and the capability for real time 
detection. PSO tunes LSTM settings to boost 
accuracy and reduce alarms. The sequential 
learning feature of LSTM is instrumental, in 
dissecting patterns found in spam messages. PSOs 
continuous adjustment of model parameters 
ensures it stays on top of evolving spam tactics. 
Efficient resource management is made possible 
by optimizing feature selection and model 

parameters with the help of PSO. By combining 
PSO and LSTM real time detection of spam is 
achievable safeguarding users from emails and 
bolstering email security overall. 

The importance of detecting email spam is 
crucial, for safeguarding users securing data 
saving time and boosting productivity enhancing 
network efficiency and fostering trust and 
credibility [23]. It aids in shielding users from 
content defending data against breaches 
streamlining time management improving 
network functionality and nurturing trust [24]. 
Various stakeholders such as email service 
providers, businesses, individuals and regulatory 
entities are affected by the detection of spam 
emails [25-27]. Its applications encompass 
integration into email platforms, security tools, 
filtering systems, fraud prevention mechanisms 
and adherence, to regulations. In essence the 
identification of email spam brings about 
advantages with reaching effects and practical 
uses [28]. 

Detecting email spam through the use of natural 
language processing (NLP). Deep learning 
involves implementing strategies to boost the 
effectiveness of spam detection systems [29]. 
These methods encompass categorizing text, with 
Convolutional Neural Networks (CNNs) 
capturing relationships with Recurrent Neural 
Networks (RNNs) leveraging word embedding’s 
to establish connections employing attention 
mechanisms to highlight crucial segments 
utilizing transfer learning with preexisting models 
combining multiple models for enhanced 
performance creating features that are relevant 
through feature engineering and refining models 
iteratively, with active learning. When these 
techniques are applied together or individually 
they significantly enhance the precision and 
efficiency of email spam detection systems [30]. 
In our work, the process of identifying email spam 
involves a blend of Natural Language Processing 
(NLP) Particle Swarm Optimization (PSO) and 
Long Short Term Memory (LSTM) methods. It 
includes preparing data extracting features, with 
NLP selecting features based on PSO building an 
LSTM model to recognize patterns and 
connections training and optimizing using PSO 
assessing performance, with metrics and detecting 
spam in time. This holistic method enhances the 
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precision and effectiveness of spam detection 
providing users with a filtering system. 

The paper is organized in the manner; In Section 
2 we mention the existing research, on detecting 
email spam using email data. Section 3 discusses 
the research subject and the hypothesis 
formulated for this study. Our methodology is 
explained in Section 4 and Section 5 describes the 
experiments carried out in this study. Finally, 
Section 6 concludes with a discussion of the 
results. 

2. RELATED WORKS  

In a study [31-33] the authors have introduced a 
new method for filtering spam emails that focuses 
on the interplay between the information gathered 
from the context of an email and its specific 
attributes. They use a network model called PV 
DM and the TF IDF framework to assign two 
representation vectors to each message. The final 
categorization is based on combining the 
classifications from both vectors. Their 
experiments clearly show that classifiers trained 
with the approach achieve results compared to 
both PV DM and Bow models. Additionally, their 
research indicates that the method is more robust 
against variations, in language structure and 
message coherence. The study [34] divided into 
two themes; identifying spam and analyzing 
sentiments, on Twitter through the application of 
machine learning and deep learning techniques. 
Spam detection entails the process of spotting and 
filtering out content, such as fake profiles, 
advertisements or irrelevant data from social 
media platforms, like Twitter.  The authors use 
algorithms and strategies leveraging machine 
learning and deep learning methods to recognize 
and flag such spam or unwanted content in real 
time. Conversely sentiment analysis involves 
grasping and scrutinizing the emotions or 
viewpoints conveyed in tweets or other textual 
information. The authors mentioned that their 
objective is to ascertain whether a tweet conveys 
positivity, negativity or neutrality. The article 
could explore machine learning and deep learning 
methodologies to categorize and evaluate the 
sentiment of tweets in time. 

Another study focused on evaluating and 
comparing how machine learning techniques 
work in detecting spam. Spam detection involves 

recognizing and removing harmful content, such 
as emails, fake profiles or ads. Machine learning 
techniques, which are algorithms that can learn 
from data patterns and make predictions can be 
used to automate the process of detecting spam 
[35]. This study may cover machine learning 
methods like decision trees support vector 
machines (SVM) naive Bayes or neural networks 
and assess their efficiency in identifying spam. It 
might explore how these methods are trained and 
tested using datasets labeled with both spam and 
spam samples. The assessment of effectiveness 
usually includes measuring the performance of 
machine learning techniques using metrics like 
accuracy, precision, recall and F1 score. The 
study may compare the outcomes of methods to 
determine which approach is more successful at 
distinguishing spam while minimizing false 
positives or false negatives. Moreover, the study 
mention the characteristics or attributes employed 
by machine learning models to differentiate 
between spam and non-spam content. These 
attributes could encompass elements, like 
keywords, email headers, sender details or 
linguistic patterns. The research paper in [36] 
delved into the utilization of machine learning 
methods, for screening and identifying spam and 
phishing emails. It tackles the issue of emails 
encompassing both spam messages and phishing 
schemes. Various machine learning strategies 
employed in email screening are discussed in the 
paper, where algorithms are trained on labeled 
datasets to categorize and detect spam and 
phishing emails. It examines how machine 
learning can be applied in this context by training 
algorithms on datasets to differentiate between 
unwanted emails. The paper also assesses 
established approaches like decision trees support 
vector machines, Bayes, random forests and 
neural networks analyzing their effectiveness, in 
detecting and screening emails. Evaluation 
metrics and methodologies used to gauge the 
performance of machine learning techniques are 
explored, comparing accuracy, precision, recall 
and F1 score. Additionally, novel or enhanced 
machine learning techniques might be suggested 
in the paper to enhance the accuracy and 
efficiency of email filtering systems. The study 
conducted by [37], which delved into the 
identifying and filtering out unwanted spam 
emails with a focus, on using transformers. These 
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transformers are network models that can grasp 
the meaning of words and phrases in context 
aiding in capturing linguistic patterns and 
contextual information found in spam emails. 
Additionally, the paper talks about how these 
transformers combined with machine learning 
algorithms like decision trees support vector 
machines, naive Bayes or random forests to 
harness their contextual understanding and 
classification capabilities. The effectiveness of 
this approach is likely assessed through 
experiments comparing algorithms paired with 
bidirectional transformers using metrics such as 
accuracy, precision, recall or F1 score to gauge 
performance. In essence the goal of the paper is to 
showcase how integrating bidirectional 
transformers, with machine learning classifiers 
can enhance spam detection systems by boosting 
accuracy through improved comprehension and 
recognizing patterns. In a study [38], the 
researchers focused into the issue of spotting and 

sifting through spam content, on Twitter. It 
stresses the importance of identifying spam tweets 
upon their posting. The paper delves into utilizing 
machine learning methods like decision trees, 
support vector machines, naive Bayes or random 
forests for detecting spam. It explores strategies 
and algorithms for detection and analyzes the 
attributes used to differentiate between spam and 
authentic tweets. The paper assesses the 
effectiveness of machine learning methods using 
metrics such as accuracy, precision, recall or F1 
score. It also covers the considerations of 
scalability and efficiency when developing a 
spam detection system for a large scale platform, 
like Twitter. In essence the paper aims to 
showcase how machine learning techniques can 
effectively detect spam in time on Twitter while 
shedding light on feature selection, data 
gathering, and scalability and efficiency aspects 
of such a system.

 

Table 1. Review Of The Related Works 

Ref  Techniques  Dataset Accuracy  Limitations  
[31] 
 

Random forest 
Algorithm  

Custom collection  95.2% Without dataset. 

[32] 
 

The authors used 
selection features  
with modified naïve 
bayes  

They use spam 
base and spam 
data  

88% Less accuracy  

[33] 
 

They used different 
algorithms like 
Bayes net ,NB, 
SVM 

Facebook and 
twitter dataset  

Almost 90% using 
svm  

Limited number of 
features are used  

[34] 
 

Different 
algorithms like 
SVM,KNN, 
additive regression  

Real life dataset  96% The process of 
changing the spam 
filter features not 
reasonable  

[35] 
 

ID3 algorithm 
hidden Markova  

Enron dataset  89% The percentage of 
loss=11% not 
good  

[36] CART,REP tree  UCI dataset  95% Limited number of 
features  

[37] Deep learning ,pso UCI dataset 93% Massive time 
taken  

[38] ELM,SVM Enron dataset 94% More time taken  
[39] SVM,KNN,DT Health fitness data 93% Interoperability 

not evaluated  
 

3. METHODOLOGY  Detecting email spam using NLP, PSO, and 
LSTM involves employing these methods to 
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identify and filter emails. NLP analyzes email 
content to detect indicators of spam or legitimate 
messages. PSO optimizes parameters within 
machine learning models or NLP algorithms. 
LSTM, a type of recurrent neural network, 
constructs a classifier to recognize patterns in 
spam emails based on data. The process includes 
data preparation, feature extraction, model 
training, parameter optimization using PSO, and 
assessment testing. This integrated approach aims 
to establish an effective spam detection 
mechanism to protect users from malicious email 
communications. When feeding text into an 
LSTM network, start by converting text data into 
numerical sequences. This can be achieved using 

word encoding, which converts documents into 
sequences of indices. For optimal results, 
incorporate a word embedding layer in the 
network. Word embedding’s represent words in a 
vocabulary with vectors instead of scalar indices. 
These embedding’s capture nuances of words, 
ensuring that words with similar meanings are 
represented by similar vectors. The workflow 
begins by importing and preparing the data. Next, 
words are converted into numerical sequences 
through word encoding. Then, an LSTM network 
is trained with a word embedding layer. Finally, 
text data can be classified using the trained LSTM 
network.

 

 

Figure 2: Our Approach Methodology Flowchart  

3.1 Data Acquisition  

The data are obtained from Kaggle website using 
this link” 

https://www.kaggle.com/datasets/yashpaloswal/s
pamham-email-classification-nlp”. It's a set of 
labeled emails that have been sorted into spam 
(unsolicited emails) or ham (emails). This dataset 
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is designed for use, in tasks related to email 
classification in natural language processing 
(NLP). There are a total of 5,572 email examples, 
in the dataset each email being an entry. The data 
is organized in a format called CSV (Comma 
Separated Values) where each row represents an 
email and contains three columns; "email Text"; 

This column holds the text content of the email 
including the line, message body and other 
relevant textual information. "Label"; this column 
shows whether the email is marked as spam or 
ham. The "spam" label refers to unsolicited emails 
while "ham" signifies emails.

 

 

Figure 3: Class Distribution In Email Dataset 

3.2 Preprocessing Data and Features Extraction  

In this stage we start by tokenization, breaking 
down a block of text into units known as tokens is 
a process, in natural language processing (NLP). 
These tokens can take the form of words, 
sentences or even sub words depending on the 
desired level of detail. Tokenization plays a role 
in NLP activities such, as text analysis, machine 
learning, information retrieval and language 
modeling. Then when we talk about "changing the 
text to lowercase using NLP " it means altering all 
the letters, in the text to their lowercase versions 
with methods from Natural Language Processing 
(NLP). 

In NLP processes adjusting text to lowercase is a 
step. This step aims to standardize the text and 
make it insensitive to case. By converting the text 
to lowercase we ensure that words conveying the 
meaning. With different capitalization are 
considered as identical units. This aids, in 
minimizing the size of the vocabulary enhancing 
the effectiveness of NLP tasks and preventing 
information redundancy. Next erasing 
punctuation, in NLP it involves using methods 

from Natural Language Processing (NLP) to 
eliminate punctuation marks from the text. In 
NLP applications punctuation marks like periods, 
commas, question marks, exclamation points and 
quotation marks are often seen as noise for 
analyses or models. By getting rid of punctuation 
the text can be simplified, noise reduced and the 
efficiency and accuracy of NLP tasks improved. 
Removing punctuation is usually a step taken to 
clean up text data before analysis or modeling. 
This process is commonly carried out in 
conjunction, with tokenization, where 
punctuation marks are either separated into tokens 
or completely removed. Additionally, we Convert 
Document into Sequences in NLP involves the 
task of turning a document or text snippet into a 
series of numerical or categorical representations. 
These representations are then utilized as inputs, 
for Natural Language Processing (NLP) models 
and algorithms. In the field of NLP textual data 
must be transformed into either formats since the 
majority of machine learning and deep learning 
models function based on numerical information. 
Through the conversion of a document, into 
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sequences we make it possible to apply statistical 
methods to analyze and handle content. 

 

 

3.3 Optimal Solution Selection using PSO 

Particle Swarm Optimization (PSO) is a method, 
for optimization that draws inspiration from how 
social organisms like bird’s flock or fish school. 
It has applications in fields, including the use of 
Natural Language Processing (NLP) for detecting 
emails. In our work, PSO can help with selecting 
features and optimizing parameters for NLP 
models. Feature Selection; in email detection 
NLP methods are often used to extract features 
from email content. These features may involve 
word frequencies, specific keywords or phrases, 
sentence structures or sentiment analysis scores. 
PSO can assist in selecting the features from a 

large pool by defining a fitness function that 
evaluates how well a feature subset performs. 
This way PSO can search for the combination of 
features to enhance email detection accuracy. 
Then it is used for Parameter Optimization; NLP 
models for email detection have parameters that 
require tuning for performance. For instance, in 
tasks like text classification parameters such, as 
learning rates, regularization strengths and hidden 
unit numbers in networks can significantly 
influence the models efficiency. Particle Swarm 
Optimization (PSO) can be utilized to explore the 
parameter space and discover the values that 
enhance performance metrics, like accuracy, 
precision, recall or F1 score. By creating a fitness 
function that assesses the NLP models 
performance, with parameter settings PSO can 
continuously adjust the parameters until they 
reach a state. 

  

Algorithm 1 PSO pseud code 

Step1. Initialization 
for eachparticlei = 1 . . ., NP do 

(a) Initialize the particle’s position with a uniformly dis- tribution as Pi (0) U(LB, UB), where LB and UB 
represent the lower and upper bounds of the search space. 

(b) Initialize to its initial position: pbest(i,0)=pi(0) . 
(c) Initialize to the minimal value of the swarm: gbest (0) =argminf[pi(0)] 
(d) Initialize velocity: Vi U(-|UB-LB|,|UB-LB|) . 
end for 

Step2. Repeat until termination criteria is met 
for eachparticlei = 1 . . . , NP do 

(a) Pick random numbers: r1, r2 U(0,1). 
(b) Update particle’s velocity. See formula (2). 
(c) Update particle’s position. See formula (3). 

if f[pi(t)] > f[pBest(i,t)] then 

(i) Update the best known position of particle i: pbest(i,t)=pi(t). 
end if 
if f[pi(t)] > f[gBest(i,t)] then 

update the swarm’s best known position: gbest(i,t)=pi(t) 
end if end for 
(e)t<-(t+1); 
Step3. Output gbest(t) that holds the best found solution. 
=0 

  
 
3.4 Classification using LSTM LSTM, known as Long Short Term Memory is a 

type of network (RNN) structure that aims to 
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overcome the limitations of traditional RNNs in 
recognizing long term connections, in sequential 
data [40-43]. LSTMs excel in managing data 
where relationships and dependencies between 
elements can span over extended periods. They 
have found application in natural language 
processing (NLP) tasks such as language 
modeling, machine translation, and sentiment 
analysis and text categorization [44-47]. The 
standout characteristic of LSTMs lies in their 
capacity to absorb and preserve information 
across sequences. This is made possible through a 
memory cell and a series of gates that manage the 
information flow. These gates. Including the input 
gate forget gate and output gate. Govern how 
information enters, exits and circulates within the 
memory cell. With the help of the memory cell 
LSTMs can intelligently [48-51]. Discard 
information based on context and input data. This 
unique ability allows them to capture connections 
and alleviate issues, like gradient vanishing 
commonly encountered in RNNs [52-55]. In 
processing data LSTMs operate by applying the 
gates and updating the state of the memory cell at 
each time step. At a time point the result produced 
by an LSTM unit can serve as input, for following 
LSTM units or act as the output of the LSTM 
layer. In natural language processing assignments 
LSTMs are frequently paired with methods like 
word embedding, attention mechanisms and 
connected layers, for categorization or prediction 
purposes. These models are taught using 
backpropagation through time (BPTT) a version 
of the backpropagation procedure tailored for 
recurrent neural networks [56-59]. Using Long 
Short Term Memory (LSTM) for sorting out 
email spam is a used method, in natural language 
processing and deep learning. LSTMs are great at 
handling sequences of data which makes them 
ideal for tasks like identifying email spam [60-
63]. The general steps involved; Firstly, Data 
Preparation; Gather a labeled dataset of emails 
clean up details. Break down the text into 
individual words or sub words. Secondly, Word 
Embedding’s; Transform the broken down words 
into vector representations known as word 
embedding. These embedding’s capture meaning 
relationships. Help the LSTM grasp context 
better. Thirdly, Padding and Sequence Setup; 
Ensure that all input sequences have lengths by 
adding padding to emails or trimming longer ones 

to a fixed length using special tokens or specific 
length limits. Fourthly, Model Structure; 
Construct the LSTM model for spam detection 
consisting of an embedding layer, one or more 
layers to understand patterns and a final 
classification layer with softmax activation. 
Fifthly, Training; Divide the dataset into training 
and validation portions then train the LSTM 
model through descent to minimize a loss 
function while tuning hyper parameters for 
optimal results. Finally, Assessment; Evaluate 
how well your trained LSTM model performs on 
a test set by measuring metrics such, as accuracy, 
precision, recall and F1 score. 

3.5 Evaluation the Results  

Assessing the effectiveness of email spam 
detection involves analyzing how well the system 
can distinguish between spam and genuine 
emails. Various metrics, like accuracy, precision, 
recall and F1 score are utilized to gauge the 
models accuracy. To evaluate the model a distinct 
test dataset is employed to compare its predictions 
with established labels [64-69]. This evaluation 
aids in comprehending the systems performance 
identifying its strengths and weaknesses and 
guiding enhancements, for an email spam 
detection setup. In the field of detecting email 
spam, TP, FP, FN and TN serve as shorthand in a 
confusion matrix to depict outcomes of the 
models predictions.TP (True Positive); this 
indicates the count of spam emails that the model 
accurately identifies as spam [70-75]. Put simply 
it signifies when the model correctly flags an 
email, as spam if it truly is one. FP (False 
Positive); this represents the tally of ham) emails 
erroneously labeled as spam by the model [75-
80]. It occurs when the model mistakenly 
categorizes an email as spam. FN (False 
Negative); this denotes the number of spam 
emails wrongly categorized as ham) by the model. 
It transpires when the model fails to recognize a 
spam email for what it's TN (True Negative); this 
signifies how many legitimate (ham) emails are 
correctly identified as, by the model. In essence it 
depicts instances where the model accurately 
identifies an email legitimate if it truly is one. 
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Table 3: Classes Value 

Name Classes value 
TP 868 
FP 11 
FN 4 
TN 262 

 

When looking at email spam detection we 
can explain the values of TP, FP, FN and TN 
from the confusion matrix provided. True 
Positive (TP) = 868; this means that the 
model accurately identified 868 spam emails 
as spam. These instances show when the 
model correctly labeled emails, as spam and 
they were indeed spam. False Positive (FP) = 
11; the model classified 11 ham) emails, as 
spam. These are cases where legitimate 
emails were wrongly tagged as spam causing 
alarms or false positives. False Negative 
(FN) = 4; the model categorized 4 spam 
emails as ham). These are situations where 
the model missed labeling spam emails 
correctly resulting in negatives. True 
Negative (TN) = 262; this shows that the 
model correctly identified 262 emails as not 
being spam. In these cases, the model 
accurately recognized emails as not falling 
under the category of spam. The model 
shows a number of positive classifications 
(TP) effectively identifying a notable portion 
of spam emails. The instances of positives 
(FP) are quite minimal suggesting that the 
model is effective, in distinguishing emails, 
from spam. Moreover, the occurrences of 
negatives (FN) are also limited indicating the 
models capability to accurately recognize the 
majority of spam emails. Yet there are some 
cases where spam emails get mistakenly 
labeled as legitimate. On the hand the true 
negatives (TN) show a high rate illustrating 
that the model accurately identifies a 
significant portion of legitimate emails as not 
spam. Then we measure accuracy, 
sensitivity, and specificity as follow: 
Accuracy, it measures the number of 
correctly classified samples/total number of 
samples. Furthermore, it can be represented 
according to the following formula. 
Sensitivity (TPR), it measures the number of 

truly discovered positive samples / all 
number of actual positive samples, and it can 
be represented according to the following 
formula. Specificity (TNR), it measures the 
number of correctly detected negative 
samples/ total number of actual negative 
samples. It can be represented according to 
the following formula. Precision is the ratio 
of identified spam emails, to all emails 
labeled as spam. It assesses how well the 
model can prevent mistakenly labeling 
emails as spam. The F1 score is a metric that 
combines precision and recall, in a way 
offering an assessment of the models 
performance regarding both precision and 
recall. 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

 
Sensitivity = (TP) / (TP + FN) 

Specificity = (TN) / (TN + FP) 

Precision = TP / (TP + FP) 

F1-score = 2 * (Precision * Recall) / (Precision 
+ Recall) 

4. ANALYSIS OF THE RESULTS  

In figure 4, the model precision of 98.7% 
indicates that all emails classified as spam were 
indeed spam showing its ability to correctly 
distinguish emails, from spam. A high precision 
means error in labeling emails as spam. Regarding 
sensitivity at 99.5% the model accurately 
identified the majority of spam emails 
demonstrating its skill in spotting spam without 
mistakenly flagging legitimate messages. A 
higher sensitivity suggests a chance of 
mislabeling spam as legitimate. In terms of 
specificity with a rate of 95.9% the model 
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effectively recognized ham) emails as such 
reducing positives for genuine messages. A 
higher specificity indicates instances where real 
emails are marked as spam incorrectly. The 
accuracy level stands at 98.6% reflecting how 
well the model predicted both types of emails in 
the dataset overall. It means that all email 
classifications were correct based on positives and 
true negatives. Lastly the F measure, at 99.1% 
combines precision. Recall into a metric to 
provide an overall assessment of the models 
performance. The models performance is 
evaluated based on a combination of positives and 

false negatives providing an assessment. A higher 
F measure signifies an equilibrium, between 
precision and recall. In general, the findings 
suggest that the model excels in identifying email 
spam. It demonstrates precision, sensitivity and 
specificity indicating errors in classifying spam 
and non-spam emails. The high accuracy rate 
indicates that most email predictions are correct. 
The F measure showcases a rounded performance 
in considering both precision and recall aspects. 
These outcomes highlight the models efficacy, in 
categorizing spam and legitimate emails. 

 

Figure 4: Results Of Our Approach For Spam Email 

In figure 5, the models precision of 98.4% shows 
that when it flags an email, as spam it is 98.4% of 
the time. This high precision means there are 
alarms as it can spot spam without mistaking 
legitimate emails for spam. In terms of sensitivity 
(recall) the model identifies 95.9% of spam emails 
correctly. This indicates a rate of missing spam 
capturing spam without labeling them as real 
emails. Regarding specificity, the model 
accurately recognizes 99.5% of ham) emails. This 
high specificity points to errors where real emails 
are marked as spam. Overall accuracy stands at 
98.6% showing how well the model classifies 
both types of emails, in the dataset. The F measure 

at 97.2% combines precision. Recall to offer an 
assessment considering both false positives and 
false negatives. A higher F score suggests a mix 
of accuracy and completeness. In general, the 
findings show that the model does a job, at 
spotting email spam. It shows accuracy, 
selectivity and correctness indicating 
categorization of both spam and valid emails. 
While the sensitivity is a bit lower than measures 
the overall F score remains high signaling a 
tradeoff between accuracy and completeness. 
These outcomes imply that the model is efficient, 
in flagging spam emails while reducing 
identifications. 
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Figure 5:  Results Of Our Approach For Ham Email 

Table3: Comparing Between Our Work And Previous Work According Some Metrics Averages. 

Methods Avg. precision Avg. recall Avg.F1-score  
Proposed model (PSO-
LSTM) 

98.5% 97.7% 98.1% 

LSTM model with 
RMSprop Optimizer. 

97% 98% 97% 

LSTM model with 
Adams Optimizer 

97.5% 98% 97% 

RNN Model with Adams 
Optimizer. 

94% 97.5% 96% 

RNN model with 
RMSprop Optimizer 

89.5% 81% 84.5% 

 

In figure 6, The PSO LSTM model consistently 
performs the best, in terms of precision, recall and 
F1 score compared to all methods. It excels in 
detecting spam emails while keeping positives 
and false negatives to a minimum. Both LSTM 
models utilizing RMSprop and Adam optimizers’ 
exhibit performance with high average precision, 
recall and F1 scores. They excel in categorizing 
spam emails with balanced outcomes. On the 
hand RNN models employing Adam and 
RMSprop optimizers show average precision, 

recall and F1 scores when compared to LSTM 
models. Their performance diminishes notably in 
terms of precision and F1 score. In conclusion the 
PSO LSTM model surpasses methods regarding 
precision, recall and F1 score for efficient email 
spam detection. The LSTM models also showcase 
performance whereas RNN models lag behind in 
scores. These results indicate that the proposed 
model along with LSTM based approaches are 
better suited for spam classification, within this 
domain. 
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Figure 6. Comparison Analysis WITH PREVIOUS STUDIES.  

5. CONCLUSION  

This study aims to identify email spam, involving 
email service providers, individuals, businesses, 
network managers, ISPs, security experts, 
regulatory bodies, data analysts, law enforcement 
agencies, cybersecurity entities, and developers of 
spam filtering software. Through the adoption of 
spam detection techniques, these stakeholders can 
mitigate the risks associated with email spam and 
promote a secure and effective email 
environment. In our work, we begin by importing 
and preparing the data. We then convert words 
into numerical sequences through word encoding. 
Subsequently, we train an LSTM network with a 
word embedding layer. The next step involves 
selecting suitable solutions using the PSO 
algorithm, followed by categorizing data using 
the trained LSTM network. Our results 
demonstrate that our methodology enhances 
email spam detection and outperforms previous 
studies with metrics reaching up to 99.5%. We 
conclude that the process of identifying email 
spam is essential for ensuring a smooth and 
reliable email platform. By detecting spam, users, 
companies, and email providers can improve user 
satisfaction, safeguard against cyber threats, 

conserve network resources, adhere to 
regulations, and establish credibility with users. 
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