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ABSTRACT 
 

Data security and privacy issues are becoming increasingly pressing in the technology-driven digital era. In 
2022, this issue became a major topic in Indonesia and triggered various responses on social media. YouTube, 
one of the primary platforms, plays a crucial role as a news source. To understand public reactions to this 
news, sentiment analysis is employed as a research method. The initial stage before conducting sentiment 
analysis involves data preprocessing, which includes cleaning, case folding, tokenization, slang correction, 
stemming, and stopword removal. Subsequently, the TF-IDF method is used to assess the significance of 
words in documents, and Chi-Square feature selection is applied to enhance the performance of the 
classification model. The main contribution of this study lies in the application of Chi-Square feature 
selection to improve sentiment analysis accuracy in the context of data privacy threat news. Chi-Square 
feature selection has proven to be effective in identifying the most relevant features, thereby eliminating 
irrelevant features and enhancing the accuracy of the classification model. The use of the C5.0 algorithm 
combined with Chi-Square feature selection achieved the highest accuracy of 87.34%, compared to the 
80.14% accuracy achieved without the Chi-Square feature selection method. This research makes a 
significant contribution by demonstrating that appropriate feature selection methods can substantially 
improve sentiment analysis model performance, providing a more accurate and effective approach to 
managing and analyzing sentiment data from social media platforms. 

Keywords: Privacy data, YouTube, Sentiment analysis, Chi-square feature selection, C5.0 algorithm 
 
1. INTRODUCTION  

 In today's digital era, characterized by rapid 
technological advancements, data security and 
privacy issues have become a major focus due to 
their significant impact on society. These issues 
affect the public's understanding of the potential 
threats arising from insecure data [1]. In 2022, data 
privacy became a major topic of discussion in 
Indonesia, sparking various reactions on social 
media platforms, including YouTube, which is a 
major news platform. Therefore, understanding how 
the public responds to news about data privacy is 
crucial for better management and protection of 
personal data. 
 

 Sentiment analysis plays a key role in 
understanding public opinions, attitudes, and 
emotions towards published news [2]. Various 

classification methods are employed in sentiment 
analysis to classify sentiments within the data. These 
methods include Naïve Bayes, Decision Tree, 
Support Vector Machine (SVM), Random Forest, 
Artificial Neural Networks (JST), among others.  

 
 According to [3], a study was conducted on 
sentiment analysis on Twitter using the Naïve Bayes 
algorithm, Decision Tree (C4.5 algorithm), and 
Random Forest algorithm for LGBT campaigns in 
Indonesia. The study found that the Naïve Bayes 
algorithm had the highest accuracy at 83.43%, 
compared to the Decision Tree and Random Forest 
algorithms, which had accuracy rates of 82.91%. 
 
 The C4.5 algorithm is one of the algorithms 
frequently used in sentiment analysis. The C5.0 
algorithm is an improvement over the C4.5 
algorithm [4]. This algorithm has several 
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advantages, including faster performance, more 
efficient memory usage, and lower error rates for 
unseen cases [5].  
 
 In sentiment analysis, feature selection 
methods are employed as preprocessing steps. The 
aim is to eliminate irrelevant features, reduce 
computational costs, and enhance the performance 
of machine learning methods [6]. The Chi-Square 
method is one of the widely used feature selection 
methods due to its fast execution time and its ability 
to improve accuracy by leveraging attributes with 
the highest significance level [7]. In this study, the 
Chi-Square method is used to evaluate the level of 
dependency between features in the dataset and 
classes [8]. Research by [9], shows that the 
implementation of the Chi-Square feature selection 
method in sentiment analysis with the Naïve Bayes 
algorithm resulted in better accuracy, specifically 
93.33%, while sentiment analysis without the feature 
selection method obtained an accuracy of 73.33%. 
 
 This study addresses a notable gap in the 
field of sentiment analysis by applying the Chi-
Square feature selection method to enhance the 
performance of the C5.0 algorithm, specifically in 
the context of news related to data privacy threats. 
Although sentiment analysis techniques have been 
employed across various domains and platforms, the 
integration of Chi-Square feature selection with the 
C5.0 algorithm remains underexplored, particularly 
concerning discussions of data privacy on social 
media platforms like YouTube. The research gap 
this study aims to fill is the insufficient exploration 
of combining feature selection methods with 
advanced classification algorithms for sentiment 
analysis, especially in the evolving context of data 
privacy concerns. By providing new insights and 
improving accuracy in sentiment analysis related to 
data privacy, this study seeks to contribute 
significantly to both the practical and theoretical 
understanding of these critical issues. 
 

2. DEFINITION 

 This research discusses sentiment analysis 
conducted using the R programming language. The 
stages of sentiment analysis include data collection 
of news articles, data preprocessing, data splitting, 
word weighting, feature selection using the Chi-
Square method, classification using the C5.0 
algorithm, and evaluation using a confusion matrix 
[10]. 

 
2.1 R Programming Language 
 R is an open-source statistical 
programming language that is freely available. This 
programming language allows for statistical 
computation and data visualization with enhanced 
graphics. RStudio is a development environment that 
facilitates data analysts in importing, exploring, and 
manipulating data, as well as making statistical 
calculations and visualizations simpler [11]. 
 
2.2 Sentiment Analysis 
 Sentiment analysis is a method used to 
identify and classify opinions or comments into two 
main categories: positive and negative. The primary 
goal of this process is to understand the emotions or 
perspectives conveyed in the comments. In practice, 
this involves using specific techniques to determine 
whether the comments express positive feelings or 
dissatisfaction and criticism (negative). In other 
words, sentiment analysis helps to ascertain whether 
the content of the comments tends to reflect a 
positive or negative response about the topic being 
discussed. [12]. 
 
2.3 YouTube 
 YouTube is a popular video-sharing site on 
internet that allows people from around the world to 
watch, upload, and share videos. YouTube also 
provides a wide range of video types, including 
news, movies, TV shows, commercials, music, 
sports events, and more. Currently, YouTube is one 
of the largest websites in the world, with over 100 
million videos watched daily and more than 65,000 
new videos uploaded each day [13]. Therefore, in 
this study, YouTube is used as a source for collecting 
text-based comment data related to the news "Data 
Privacy Threats." The comment data was retrieved 
using a scraping technique with the assistance of the 
Data Miner extension. 
 
2.4 Pre-Processing 
 Text preprocessing is the initial step in 
preparing data before analysis. This stage includes 
cleaning, case folding, tokenizing, correcting slang 
words, stemming, and stopword removal [10]. 
 
2.5 TF-IDF 
 Term Frequency-Inverse Document 
Frequency (TF-IDF) is a statistical technique used to 
evaluate the significance of a word within a 
collection of documents [1]. Here is the formula for 
the TF-IDF method as explained in [3]. 
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𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷)  = 𝑇𝐹(𝑡, 𝑑)  ×  𝐼𝐷𝐹(𝑡, 𝐷) (1) 
 
TF (t, d) indicates how often term t appears in 

document d, while IDF (t, D) measures how rare 
term t is across the entire document collection D. 
Here, D refers to the collection of documents, d is a 
specific document within that collection, and t is the 
term being calculated in the TF-IDF formula. 
 
2.6 Chi Square Feature Selection 
 Chi-square is a tool to measure the level of 
statistical relationship between variables. In this 
study, the chi-square method is used to examine the 
extent of the relationship between features in the 
dataset and classes [8]. Here is the chi-square 
formula according to [14]. 
 

χ2(𝑡, 𝑐) =  
𝑁(𝐴𝐷 − 𝐶𝐵)ଶ

(𝐴 + 𝐶)(𝐵 + 𝐷)(𝐴 + 𝐵)(𝐶 + 𝐷)
 

(2) 

 
t : Term 
c : Class/Category 
N : Total number of training documents 
A : Number of documents in category c that contain 

term t 
B : Number of documents outside category c that 

contain term t 
C : Number of documents in category c that do not 

contain term t 
D : Number of documents outside category c that 

do not contain term t 
 
 In feature selection, it is necessary to 
calculate the individual Chi-square value for each 
word against the relevant category, then sort them in 
descending order. The higher the Chi-square value, 
the more important the feature is in the classification 
process [15], 
 

𝑋ଶ 𝑚𝑎𝑥(𝑡) = max
௜ୀଵ,…,௠

{𝑋ଶ(𝑡, 𝑐௜)} (3) 

 
𝑋ଶ: statistic indicating the value of 𝑋ଶ ufor a specific 
word t in a set of documents 
𝑡: Feature being evaluated to determine its 
significance in distinguishing between classes in text 
classification 
𝑚: Total number of classes in the set of classes used 
in the analysis 
|𝑐௜ |:  Number of specific classes within the set of 
classes used in text classification analysis 

𝑋ଶ 𝑚𝑎𝑥(𝑡): The maximum value𝑋ଶfor a specific 
word t in a set of documents, 
{𝑋ଶ(𝑡, 𝑐௜)}: The 𝑋ଶ statistic value between the word 
t and a specific class 𝑐௜. 
 
2.7 C5.0 Algorithm 
 The C5.0 algorithm is an advancement of 
the C4.5 algorithm with more advanced technology 
to handle inconsistent and incomplete data. C5.0 also 
introduces boosting methods and reduces the 
complexity of decision trees to avoid overfitting [4]. 
C4.5 itself is an enhancement of Iterative 
Dichotomizer 3 (ID3) and is capable of handling 
continuous and discrete attributes, data with missing 
attributes, and considering attributes with different 
costs [16]. C4.5 also performs pruning on decision 
trees to remove insignificant branches [5]. The 
following is the formula for the C5.0 algorithm 
according to [17] : 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ෍ 𝑝௝ 𝑙𝑜𝑔ଶ( 𝑝௝)

௞

௝ୀଵ

 (4) 

 
S : Set of cases 
k : Number of classes in the data 
j : An index number that indicates every possible          

value of the attribute of the variable used 
|pj| : Proportion of pj to S 
 
 After calculating the entropy value of S, the 
next step is to determine the gain value using the 
following formula: 
 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ෍
|𝑝௝ |

|𝑆|

௠

௜ୀଵ

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆௜) (5) 

A : The variable used 
m : The number of categories in variable A 
|S| : The number of cases in S 
|Si| : The set of cases in category i 
 
  Next is the calculation of the gain ratio. The 
basic formula that can be used for this calculation is 
as follows: 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 =  
𝐺𝑎𝑖𝑛 (𝑆, 𝐴)

∑ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆௜)௠
௜ୀଵ

 
(6) 

Gain (S, A) :  The gain value of a variable 
 ∑ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆௜

௠
௜ୀ୍ ): The sum of entropy values 

within a variable 
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2.8 K-Fold Cross-Validation 
 K-fold cross-validation is a method of 
dividing a sample into K groups, where each group 
is used as validation data (or test data) in turn to 
evaluate the model's performance. Then, the model's 
weights are determined by minimizing the sum of 
squared prediction errors from all groups. This 
method is easy to use and does not depend on the 
model's structure, unlike other more complex 
methods [18]. 
 
2.9 Confusion Matrix 
 A confusion matrix is a tool used to assess 
the effectiveness of a classification algorithm. Each 
cell records the number of objects from one actual 
class that were placed into another class during 
testing. If objects from a class are placed in the 
correct class, it indicates that the classification is 
functioning well. The total number of correctly 
classified objects is recorded in the main diagonal of 
the matrix, while non-zero cells outside the main 
diagonal indicate errors made by the classification 
algorithm [19]. 
 
 Here are the key metrics used to assess the 
performance of a classification model: accuracy, 
precision, recall, and F1 score [20]. 
 
 Accuracy measures the percentage of correct 

predictions: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 (7) 

 
 Precision measures the accuracy of positive 

predictions, which is the ratio of the number of 
true positive predictions to the total number of 
positive predictions made. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (8) 

 
 Recall or sensitivity assesses how well the model 

can accurately identify all positive instances. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (9) 

 
 F1 Score is the harmonic mean of precision and 

recall and is useful for handling imbalanced data. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × ൬
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
൰ (10) 

 

3. RESEARCH METHODOLOGY 

Research procedure refers to a series of 
systematic stages or steps undertaken in the research 
process. This sequence includes activities from the 
initial planning phase to the execution and analysis 
of results. Typically, the research procedure begins 
with defining the research problem and objectives, 
followed by data collection through various methods 
such as surveys, interviews, or experiments. Once 
the data is gathered, the next step is to analyze it to 
draw findings and conclusions. This procedure is 
designed to ensure that the research is conducted in 
a structured and consistent manner, allowing the 
researcher to obtain valid and reliable results. 

 

Finished

Enter comment 
data
news

Pre-processing

feature selection using 
the chi square method

evaluation of results

Start

C5.0 Classification 
without feature 

selection method

C5.0 Classification 
Using the feature 
selection method

 
Figure 1: Research Procedure 

3.1  Input YouTube Comment Data 
 Based on Figure 1, the initial step is to input 

the labeled comment data into the system. The 
labeling was done manually in Excel by language 
expert Konstantinus Kapu, S.S, M.Li after extracting 
the data from YouTube social media. Data extraction 
of comments from YouTube was conducted using 
the Data Miner extension. The extracted data 
consists of comments related to news about data 
privacy threats. 
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3.2  Pre-Processing 
 Next, the normalization process involves 
several stages, including cleaning, case folding, 
tokenizing, fixing slang words, stemming, and 
stopword removal. After the pre-processing stage, 
calculations will be performed using the Term 
Frequency-Inverse Document Frequency (TF-IDF) 
method. 
 
3.3  Feature Selection Using the Chi-Square 

Method 
 In this stage, Chi-Square feature selection 
involves forming a contingency table, calculating the 
Chi-Square statistic to measure the relationship 
between features and the target variable, ranking 
features based on Chi-Square significance, selecting 
the best features, and testing the model with the 
selected features. This helps identify features that 
significantly impact the model’s target variable, 
minimize irrelevant features, and improve model or 
analysis performance. 
 
 In this study, a significance level of α = 0.05 
is used. Applying α = 0.05 in feature selection allows 
for a more stringent selection of features, which 
reduces the likelihood of including irrelevant 
features. This significance level balances the risk of 
excluding important features with the need for 
precision, making the process more reliable and 
effective for subsequent stages of research. 
 
3.4  Classification Using the C5.0 Algorithm 
 The C5.0 algorithm is a classification 
algorithm that builds a decision tree model from data 
divided into training and test sets. The process 
involves selecting the best features to split the data 
based on the gain ratio, which measures the increase 
in information after the split. The resulting decision 
tree is then pruned to avoid overfitting. The final 
stage involves validating the model with the test data 
to evaluate its performance. 
 
3.5  Evaluation of Results 
 This stage represents the final step or 
outcome of the sentiment analysis process conducted 
using the C5.0 algorithm. The analysis involves 
comparing two different approaches: first, using the 
Chi-Square feature selection method, and second, 
without employing any feature selection method. 
The Chi-Square feature selection method aims to 
enhance the model's quality by selecting the most 
relevant and significant features, thereby improving 
the accuracy of sentiment analysis. In contrast, the 
approach without feature selection uses all available 
features without any filtering, which can affect the 

final results of the analysis. This stage aims to 
evaluate and compare the effectiveness of both 
approaches in producing an optimal sentiment 
analysis model. 
 
 
4. RESULTS AND DISCUSSION 

 In this research, comment data sourced 
from the YouTube social media platform was 
utilized. The data collection process was facilitated 
by the Data Miner extension. The data originated 
from news sources such as CNN, Kompas, CNBC, 
TvOneNews, and others. The search keywords used 
were "News Threatening Data Privacy in Indonesia" 
within the timeframe of 2022-2023. An example of 
the data used in this study can be seen in Figure 2. 

 

 
Figure 2: Sample Data Used 

 

4.1 Pre-Processing  
 Text preprocessing is the initial step in 
preparing data before analysis. This stage includes 
cleaning, case folding, tokenizing, fixing slang 
words, stemming, and stopword removal. 
 
 Cleaning 

In this stage, comment data containing 
numbers, URLs, emojis, and characters other 
than letters will be removed [2].  

 Case folding 
All letters in the text are converted to lowercase 
[21]. 

 Tokenizing 
This stage involves breaking down long texts 
into words or phrases. The goal is to create a 
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list of words and count how many times those 
words appear in the text [2]. 

 Fixing slang words 
This stage involves the process of converting 
non-standard words into standard words or 
converting abbreviations or informal words 
into their actual meanings [22]. 

 Stemming 
Stemming is a technique used to convert words 
in a text to their base or root form [2]. This 
research utilizes the Nazief and Adriani 
Stemming method. 
 Nazief and Adriani Stemming is a library 
used to convert words in text to their base form, 
using morphological rules, affixes, and 
dictionaries of base words, to make the text 
easier to understand and process [23]. 

 Stopword removal 
This stage is the final preprocessing step before 
proceeding to the next analysis stage. In this 
stage, unimportant words that only serve as 
connectors in sentences without affecting 
sentiment will be removed [2]. The results of 
the data preprocessing can be seen in Figure 3. 
 

 
    Figure 3: Data Pre-Processing Results 

 
4.2 Splitting Data  
 In this research, the data comprising 404 
samples will be divided using the 10-fold cross-
validation technique. The data is randomly split into 
10 subsets (folds). In each iteration, one-fold is used 
as the test set, while the remaining nine folds are 
used for training. This process is repeated 10 times, 
so each fold serves as the test set once and as part of 
the training data nine times. The evaluation results 

from each iteration are averaged to provide a more 
accurate and representative estimate of the model's 
performance. Although using 𝑘 = 10 increases 
computational complexity and the time required, this 
method provides a more comprehensive and reliable 
evaluation of the model. 
 
4.3 Application of the TF-IDF Method 
 After the data has undergone 
preprocessing, the next step is to process it using the 
TF-IDF (Term Frequency-Inverse Document 
Frequency) method. This method aims to assess the 
importance of words within a document relative to 
the entire collection of documents. The process 
begins by calculating the term frequency (TF), 
which measures how often a word appears in a 
specific document. Next, the inverse document 
frequency (IDF) is evaluated, which indicates how 
rare or common the word is across all documents in 
the collection. Finally, the TF and IDF values are 
combined to determine the final score of each word, 
reflecting its significance to the document. The 
results of applying the TF-IDF method can be seen 
in Figure 4. 
 
 

Figure 4: Results Of Applying The TF-IDF Method 

 
4.4 Application of the Chi-Square Feature 

Selection Method  
 The process of applying the chi-square 
feature selection method starts with creating a 
contingency table that displays the values of words 
in relation to different categories. This table helps in 
determining the frequency of each word occurring 
within each category. Following this, the chi-square 
value is computed for each word by comparing its 
observed frequency to the expected frequency in the 
given category. These chi-square values are then 
sorted in descending order to identify the most 
significant features. The results, including the p-
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values derived from the chi-square calculations, are 
used to assess the relevance of each word in the 
context of the categories analyzed. This procedure 
helps in selecting the most influential features for 
improving the performance of the classification 
model, as illustrated in Figure 5. 
 

 
Figure 5: P-value results from the Chi square method 

 
4.5 Evaluation of Results 

 Testing is carried out using the k-fold cross-
validation method by dividing the data into 10 parts. 
Out of these 10 parts, 1 part is used as the test data, 
while the remaining 9 parts are used for training. 
This process is repeated 10 times to ensure that each 
part of the data serves as the test data once. K-fold 
cross-validation is a model evaluation technique 
where data is divided into K groups, and each group 
is used alternately as a validation sample to assess 
the model's performance [5]. Meanwhile, the 
confusion matrix is a table used to evaluate the 
performance of classification algorithms [24]. In 
accuracy calculations, a 2 x 2 confusion matrix is 
used to obtain accuracy, precision, and recall values 
for each sentiment class. 

 
 The implementation of the C5.0 algorithm 
involves data preprocessing, data splitting, feature 
selection using the Chi-square method, and 
converting text into a bag-of-words representation. 
The C5.0 model is then trained and evaluated, with 
the average metrics from cross-validation providing 
a comprehensive assessment of the model's 
performance in sentiment classification. The results 

of applying the C5.0 algorithm with Chi-square 
feature selection and without Chi-square feature 
selection are shown in Table 1. 

Table 1: Results 

Results C5.0 C5.0 + Chi-Square 
Feature Selection 

Accuracy  80.14% 87.34% 
Precision 50% 78% 
Recall 40% 82% 

 

 Based on Table 1, the highest accuracy is 
achieved with the C5.0 algorithm using the Chi-
square feature selection method, which is 87.34%. 
This indicates that integrating Chi-Square feature 
selection with the C5.0 algorithm significantly 
improves performance. The testing reveals that Chi-
Square feature selection enhances the model's 
ability to classify sentiment accurately, addressing 
a major research gap by optimizing advanced 
classification algorithms for sentiment analysis. 
The increased accuracy, precision, and recall 
demonstrate the effectiveness of this approach, 
consistent with the evaluation criteria used. In 
comparison, other sentiment analysis methods show 
varying performance, with C5.0 + Chi-Square 
outperforming in accuracy. 

Table 2: Several Studies Related to Sentiment Analysis 

No research 
by 

Method Dataset Accuracy  F1-
score 

1 This 
research 

C5.0 + 
Chi 
Square 

YouTube 
comment 
data 

87.34% 79% 

2 [25] SVM Qualitative 
feedback 
data from 
students of 
the 
University 
of 
Education, 
Winneba 

63.79% 63% 

3 [26] KNN Tweet data 
about 
Moderna 
vaccine 

80% 88% 

4 [27] Naïve 
Bayes 

Social 
media tweet 
data 

85% 77% 

5 [28] Decisio
n Tree 

User review 
data on the 
PeduliLind
ungi 
application 

86% 85% 

6 [29] Random 
Forest 

PIMA 
Indians 
dataset 

75% 80% 
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 The results in Table 2 illustrate the varying 
performance of different sentiment analysis and 
classification methods across different datasets. The 
C5.0 algorithm, when combined with the Chi-Square 
feature selection method, achieved the highest 
accuracy of 87.34%, indicating its effectiveness in 
classifying YouTube comments. Conversely, K-
Nearest Neighbor (KNN) excels in F1-score with a 
value of 88%, reflecting an excellent balance 
between precision and recall on the Moderna vaccine 
tweet data. The Decision Tree also demonstrated 
solid performance with an accuracy of 86% and an 
F1-score of 85%, highlighting its capability in 
analyzing PeduliLindungi app reviews. On the other 
hand, Support Vector Machine (SVM) showed lower 
results, with an accuracy of 63.79% and an F1-score 
of 63%, indicating limitations in data classification. 
Random Forest and Naïve Bayes, while providing 
solid F1-scores, exhibited lower accuracy compared 
to some other methods, suggesting that each method 
has its strengths and weaknesses depending on the 
type of data analyzed. 

 

4. CONCLUSION 

 This study specifically focuses on 
improving sentiment analysis performance related to 
news on data privacy threats through the application 
of the Chi-Square feature selection method. In this 
context, the C5.0 algorithm was used to classify 
positive and negative sentiments from 404 comment 
samples collected from the YouTube platform. 
Significant features were selected based on a p-value 
of less than 0.05 in the Chi-Square selection process, 
ensuring that only the most relevant features were 
used in the analysis. 

 
 The study's results indicate that the use of 
the Chi-Square feature selection method 
significantly improved the accuracy of the C5.0 
model. The C5.0 algorithm with Chi-Square feature 
selection achieved an accuracy of 87.34%, higher 
than the 80.14% accuracy obtained from the 
algorithm without feature selection. This increase in 
accuracy suggests that the Chi-Square feature 
selection method is effective in enhancing sentiment 
analysis performance by selecting the most 
influential features in determining sentiment related 
to data privacy threats. 
 
RECOMMENDATION 
  
For future research, it is recommended that 
researchers expand the scope of analysis by 
collecting data from various social media platforms, 

not just YouTube, to enhance the model's 
generalizability. Additionally, employing other 
classification algorithms such as Random Forest and 
Support Vector Machine could provide further 
insights into the effectiveness of different methods. 
The research should also consider addressing data 
distribution imbalances by using smoothing 
methods. 
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