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ABSTRACT 
 

In building a machine learning model, the quality of the model input has a significant role in producing 
the model with satisfactory performance. This study deploys the data mining feature selection to acquire the 
independent predictor as the input of multilayer perceptron neural networks (MLP NN) with tuning 
hyperparameters: node number in the hidden layer and the L2 penalty regularization.  The complete predictor 
dataset is used to build the optimal MLP NN benchmark. Both MLP NN models have the same L2 penalty 
regularization of 0.05, whereas the node number in the hidden layer of 12 and 7 respectively for the dataset 
with the complete predictor and independent predictor. The performance evaluation of both MLP NN models 
in the testing data employing three metrics: accuracy, Mathew's Correlation Coefficient (MCC), and Area 
under curve (AUC) shows that the optimal MLP NN with independent predictors is not only producing the 
simpler model but also performing a slightly better than the optimal MLP NN with complete predictors. 

Keywords: Chi-square test, Cross-entropy loss, Data mining, Neural Networks, Regularization method 
 

1. INTRODUCTION  
 
Machine learning (ML) classifier models applied 

in medical datasets range from simple logistic 
regression[1] to complex deep-learning models [2]. 
In the case of binary classification, linear classifier 
models including Fisher linear discriminant, Linear 
Discriminant Analysis, Logistic Regression, 
perceptron learning, and so on have the same 
performance as nonlinear models including decision 
trees, ensemble models, multi-layer perceptron 
neural network (MLP NN), deep neural network 
(DNN) and so on when two classes in a data set are 

separated by a linear boundary[3]. Input features or 
predictor variables have a major contribution to 
producing a high-performance model for any applied 
classifier model. Therefore, ensuring high-quality 
input features is an important stage that should be 
given serious attention in building machine-learning 
models[4]. High-quality input features can be 
obtained by either feature selection or feature 
extraction approaches. However, many works only 
use popular works such as the forward selection or 
backward elimination which involves the model 
candidate in the selection process. Input features 
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must not only have relevance to the target feature but 
also be independent of each other. 

Feature selection involving model candidates in 
the selection process is known as the filter method 
such as forward selection or backward 
elimination[5]. The filter feature selection method is 
computationally expensive because the model 
candidate was executed as many times as the total of 
predictor feature combinations. The method is a 
good choice for building a model involving the 
linear model candidate.  om the other hand, a data 
mining (heuristic) feature selection method works 
directly by evaluating relevant and independent 
features based on input-output data pairs without 
involving a model candidate[6].  The selection 
employs several statistical tests including chi-
square, Pearson correlation, and one-way ANOVA. 
Relevant predictor features mean that the target 
features depend on them, and independent predictors 
mean that the predictor features are independent of 
each other[7]. However, assessing independent 
predictors is not an easy task if the dataset has a high 
dimension and various scales of predictor features. 
The predictor features involve not only the 
categorical and numerical scales but also various 
class labels in categorical features.  The assessment 
of independent predictors with the mixture scales 
and various class labels is not easy work. 

MLP NN implementations have satisfactory 
performance in either classification tasks as in the 
work done by[8] or regression tasks as done by[9]. 
However, the performance of MLP NN is directly 
determined not only by the network architecture 
such as the number of nodes in the hidden layer[10], 
but also by the hyperparameters of the learning 
algorithm such as the L2 penalty regularization[11]. 
Hyperparameters of machine learning models should 
be tuned systematically to acquire the optimal pair 
leading to producing the best model. 

This research aims to implement and evaluate the 
optimal MLP NN classifier model in two scenarios: 
complete and independent datasets with the model 
hyperparameters tuned using the five folds of cross-
validation data. Both hyperparameters of the number 
of nodes in the hidden layer and the L2 penalty 
regularization will be searched using the gris search 
method based on the average accuracy performance 
metric of the five folds of validation data. The 
optimal models will be explored relating to the loss 
curves and the weights preceding and succeeding of 
the hidden layer. The performance of both models in 
the testing data is evaluated in some metrics. The 
remainder of this article is structured as follows: 
related literature work in the field is reviewed in 

section 2, a detailed description of the data employed 
as a case study, a summary of the research stages, 
and an explanation of the proposed methods are 
presented in section 3. Results of hyper-parameter 
tuning, loss curves and model weights, and model 
evaluation on the testing data followed by discussion 
are presented in section 4. Conclusions and 
recommendations for the future work are given in 
the last section  

2. LITERATURE REVIEW 
 
Feature engineering is an important part that will 

determine the model input quality. A better input 
quality will lead to producing a better model output 
with a high-performance[12]. The high quality of 
model inputs can be acquired through either feature 
selection[13] or feature extraction[14]. Feature 
selection is a method that picks up relevant and 
independent features based on some statistical tests 
or some goodness of fit criteria. A heuristic feature 
selection is the feature selection method based on not 
only the evaluation of dependency between predictor 
features and the target feature but also the evaluation 
of the independence among the predictor 
features[15]. The statistical test employed to 
evaluate either the dependency or independence 
between 2 features is distinct by measurement scales 
of both features. The Chi-square test is employed to 
evaluate the dependency between 2 categorical 
features[16], Pearson’s correlation is employed to 
evaluate the dependency between 2 numerical 
features[17], and the One-way ANOVA is employed 
to evaluate the dependency between the numerical 
and categorical features[18]. The independent 
features mean that predictor features do not depend 
on each other. On the other side, the filter feature 
selection involves directly a model candidate to yield 
the optimal input of the model by using a goodness 
of fit criterion[19]. Some goodness of fit criteria 
employed in the filter method include the Bayes 
information criterion (BIC), the Akaike information 
criterion (AIC), and the Adjusted R squared. The 
filter feature selection uses the fitted model 
candidate to calculate the goodness of fit criteria. On 
the other side, feature extraction projects predictor 
features into a commensurate measure of the 
orthogonal or independent components. 

Model development on medical datasets is a 
challenge in data science because many datasets are 
collected within neither an experimental design nor 
a planned sampling frame. Data collection only has 
the aim of recording data for documentation 
purposes[20]. Several machine learning models on 
medical datasets including Nugroho et al.[21], Marji 
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and Handoyo[22], and Widodo et al.[23]. Medical 
data sets are very likely to contain important 
information such as underlying patterns in the data 
that can be investigated using a clustering 
algorithm[24], or causal relationships between 
features that refer to and lead to predictive 
modeling[25]. However, medical datasets tend to not 
only have a large number of feature dimensions but 
also have a large number of examples. Generally, 
medical datasets consist of categorical features in the 
form of qualitative or discrete data types and also 
have a varying number of labels[26]. Meanwhile, 
numerical features have various units of 
measurement[27]. In addition, some features may be 
completely unrelated to the target feature to be 
predicted, and some features may be redundant in the 
sense that two or more of them contain the same 
prediction information[28]. 

Artificial neural networks (ANN) model is a 
machine learning model that has evolved from 
simple single perceptron models to complex deep 
learning models[29]. A single perceptron model is 
equivalent to a regression model in statistical 
learning in that this model only performs well for 
modeling a linear system. On the other hand, the 
multi-layer perceptron (MLP) model has proven 
reliable for modeling complex nonlinear 
systems[30]. Deep learning models, especially 
convolution neural networks (CNN), have 
compelling performance in predictive modeling for 
datasets in the form of images[31]. The architecture 
or topology of the ANN model directly affects the 
complexity of training the model being built[32]. 
The more complex the ANN structure, the more 
model parameters, and hyperparameters are 
involved there. In the MLP NN model topology, the 
number of nodes in the hidden layer is a 
hyperparameter whose value must be determined 
before training to obtain optimal weights[33]. Apart 
from that, there is a trade-off in ANN models in 
general, namely the problem of overfitting where the 
model performance on testing data gets worse. 
Adding the L2 norm penalty to the loss function can 

overcome the overfitting problem[34]. The amount 
of this penalty must also be determined before 
training the model. The magnitude of the value that 
must be set before the model training process and 
does not change after the training process is 
complete is called a hyperparameter. Both the 
hidden layer node number and the L2 penalty are 
hyperparameters of the MLP NN model[35]. The 
grid search method is a simple technique to find the 
optimal hyperparameters based on the model 
candidate's performance in cross-validation 
data[36]. 

A better input quality will produce a better model 
output. The high-quality model input can be 
acquired through either the data mining approach 
(heuristic method) or the filter selection method.  
The heuristic feature selection works directly based 
on the dependency test using the statistical methods 
whereas the filter feature selection works by 
involving the model candidate and employing the 
model goodness of fit as the criterion selection. 
Medical data are available in a huge amount 
provided by many hospitals that were collected 
within neither an experimental design nor a planned 
sampling frame. The data were recorded as a part of 
a comprehensive service to patients. Developing an 
optimal MLP NN classifier model needs 
hyperparameter tuning to acquire the optimal pair of 
hyperparameters and to ensure finding the best 
model expected with satisfactory performance.  The 
acquiring of relevant and independent predictors of 
medical datasets with high dimensions as the input 
of MLP NN with hyperparameter tuning is a 
challenging study. 

3. MATERIAL AND METHODS 
 

This raw dataset used in the work comes from the 
world's largest data science community named 
Kaggle. It can be downloaded at: 
https://www.kaggle.com/datasets/fdcellat/cancer-
prediction-dataset. The dataset properties are given 
in Table 1 as follows: 

Table 1: Response and predictor features with their values. 

No. 
Feature 
Name 

Feature Description 
Measurement 
Scale 

Feature value 

1 ID 
A unique 5-digit identifier assigned to 
each respondent and randomly generated String  As index 

2 Gender The respondent gender 
Categorical 
binary 

'Male' or 
'Female' 

3 Age The respondent age  (years) 
Numerical 
interval [18, 90] 

4 
Marital 
Status The respondent Marital Status Categorical  

 'Married', 
'Single', 
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'Widowed', or 
'Separated' 

5 Children The respondent number of children 
Numerical 
discrete 0 to 5 

6 Smoker Indicates whether the respondent smokes 
Categorical 
binary 'Yes' or 'No' 

7 Employed The respondent employed status 
Categorical 
binary 'Yes' or 'No' 

8 
Years 
Worked 

The total number of years the respondent 
has been employed 

Numerical 
interval [0, 40] 

9 
Income 
Level 

The self-assessed income level of the 
respondent Categorical  

'High', 
'Medium', or 
'Low' 

10 Social Media 
Indicates whether the respondent uses 
social media platforms 

Categorical 
binary 'Yes' or 'No' 

11 
Online 
Gaming 

Denotes whether the respondent engages 
in online gaming 

Categorical 
binary 'Yes' or 'No' 

12 Cancer 
Indicates whether the respondent has 
been diagnosed with lung cancer 

Categorical 
binary 'Yes' or 'No' 

The dataset consists of 10 predictor features: three 
numerical and seven categorical features, and one 
target feature with binary class. The description of 
each feature is given in Table 1. The encoding 
process to the categorical features and 
commensurate measures to the numerical features 
were conducted on the dataset to produce the 
preprocessed one. This study employs two dataset 
scenarios: the preprocessed dataset and the produced 
dataset with the data mining feature selection. The 
optimal MLP NN classifier models are developed 
and evaluated in the training and testing data on each 
dataset scenario. 

The process conducted to acquire relevant and 
independent predictor features using the heuristic 
method including: 

a. evaluating the dependence of the target feature 
on each predictor feature and dropping the predictor 
features with no significant influence. 

b. evaluating the independence among predictor 
features and choosing one feature as the 
representation of dependent features.  
By executing both processes, it will be produced the 
dataset with relevant and independent predictor 
features which was the second dataset.  

The stages conducted on each dataset to develop 
and evaluate the MLP NN model are summarized as 
follows.  
1. Format the dataset in the input-output pairs: the 

list of predictors followed by the target feature 
2. Divide the input-output pairs into the 90^ 

training and 10% testing data 

3. Randomly Divide the training data into 5 folds 
and create 5 pairs of the training and validation 
sets. 

4. Determine pairs of hyperparameter values: the 
number of hidden nodes and L2 regularization, 
supposed to cover the optimal one. 

5. Execute the MLP NN model candidate on each 
training set and evaluate the accuracy metric on 
the corresponding validation set. 

6. Calculate the average accuracy in all validation 
sets of each pair of hyperparameters. 

7. Create the heat map of the average accuracy 
values on the hyperparameters axis. 

8. Do the grid search method to find the optimal 
pair of hyperparameters. 

9. Train the MLP NN model using the optimal 
hyperparameters on the training data. 

10. Evaluate the model performance on the testing 
data. 

In this study, the proposed method for yielding the 
optimal MLP NN model includes four main 
processes: the data mining feature selection, MLP 
NN classification model, and classification model 
performance metrics. 

3.1 Feature selection with data mining approach 
Data mining approach (heuristic method) feature 

selection works directly based on the results of either 
dependency or independent statistical tests involving 
both the predictor and target features[37]. The unit 
measurement scales of the evaluated features 
determine the type of statistical test that is employed 
for the evaluation relationship dependency between 
two features. The dependency between two features 
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with the interval or ratio scales is evaluated using 
Pearson's correlation test[38], where the statistical 
test is given in Eq. (1) as follows: 

𝑡(ିଶ) =  
×(ିଶ)

ඥଵିమ
 , with 𝑟௫௬  =  

௩(௫,௬)

ௌೣ×ௌ
 (1) 

The dependency between two categorical features is 
evaluated using the Chi-square test with the 
statistical test given in Eq. (2) as follows[39]: 

𝜒ଶ = ∑
(ா௫௧ௗିை௦ )మ

ா௫௧ௗ
  (2) 

The value of the Chi-square statistic is calculated 
based on a contingency table which consists of the 
row and column numbers associated with the class 
number of both categorical features. Whereas, the 
evaluation of dependency between two features with 
different measurement scales, one is categorical and 
the other is the numerical features or it versa, can be 
assessed using the ANOVA test[40]. The F statistic 
given in Eq. (3) has the main role as the statistic test. 

𝐹 =
ௌௌಳ( ್ೢ ೝೠೞ)

ௌௌೈ( ೢ ೝೠೞ)
   (3) 

Two features are called dependent on each other 
when the P-value of the statistical test in Eq. (1), Eq. 
(2), or Eq. (3) is less than 0.05 which is the level of 
significance. 

3.2 Multi-Layer Perceptron Neural Network 
Classification Model 

Modeling a complex system using a Multilayer 
perceptron neural network (MLP NN) produces a 
reliable nonlinear model with satisfactory 
performance[41]. MLP neural network is 
characterized by the presence at least of one hidden 
layer laid between the input layer and the output 
layer. Two main elements have a dominant effect on 
the MLP NN performance: the model topology and 
the learning process[42]. The model topology like in 
Fig. 1, presents three elements: the number of inputs, 
the number of nodes in the hidden layer, and the 
output number connected to form an MLP NN. Both 
the numbers of input and output are related directly 
to the input-output data pair, whereas the node 
number in the hidden layer is a hyperparameter, 
which should be tuned systematically. 

The MLP NN is considered a nonlinear function 
mapping the input space onto the output space 
through the model training using an iterative 
algorithm known as backpropagation[43]. 

 
Figure 1. The MLP topology with one hidden layer 

Mathematically, the model of an MLP NN with the 
model structure in Fig. 1, is given in Eq. (4) as 
follows. 

𝑦(𝑋, 𝑊) = 𝜎൫∑ 𝑤
(ଶ)ெ

ୀଵ ℎ൫∑ 𝑤
(ଵ)

ୀଵ 𝑥 +

𝑤
(ଵ)

൯ + 𝑤
(ଶ)

൯     (4) 

The hidden activation function ℎ(. ) Is a 
differentiable nonlinear function that nonlinearly 
transforms the activation values, whereas the output 
activation function 𝜎(. ) for binary class 
classification is a logistic sigmoid function of 
𝜎(𝑎) = 1 ൫1 + 𝑒𝑥𝑝(−𝑎)൯⁄ .  

The model can serve as either a classification or 
regression model depending on the defined loss 
function. The MSE loss function is associated with a 
numerical target feature that produces the regression 
model. On the other hand, the cross-entropy loss 
function is associated with a categorical target 
feature that produces the classification model[44]. 
The main purpose of learning the MLP NN model is 
to acquire the optimal weights of the model through 
the model trained using the training data and 
learning algorithm. The loss function of the MLP 
NN classification model with an L2 penalty is given 
in Eq. (5) as follows. 

𝐿(𝑊; 𝑋, 𝑦) = −
ଵ


[∑ [𝑡𝑙𝑜𝑔(𝑦) + (1 −

ୀଵ

𝑡)𝑙𝑜𝑔(1 − 𝑦)]] + 𝜆 ∙ ‖𝑊‖ଶ  (5) 
The regularization form of the L2 penalty is added to 
the loss function to ensure the model does not suffer 
an overfitting problem[45]. The loss function of 
MLP NN must be minimized using the gradient 
descent method as the learning algorithm to acquire 
the optimal weights and the 𝜆 value is a 
hyperparameter that should be tuned 
systematically[46]. 

3.3 Performance Metrics of Classification Model  
Several performance metrics are usually used to 

fairly evaluate classifier models to produce the best 
model. A simple and very popular metric in 
assessing the performance of a classifier model is the 
accuracy metric. It is calculated as the ratio between 
the total correctly classified instances and the total 
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instances in the test data[47]. The accuracy metric 
formula is given in Eq. (6) as follows. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
(𝑻𝑷ା𝑻𝑵)

(𝑻𝑷ା𝑻𝑵ା𝑭𝑷ା𝑭𝑵)
  (6) 

The study uses the accuracy metric as a criterion 
in the hyperparameter tuning using k-fold cross-
validation data. Other metrics employed to evaluate 
the optimal MLP NN performance are the Matthews 
Correlation Coefficient (MCC) and Area Under 
Curve (AUC).  The MCC metric is widely used in 
the evaluation of a classifier model performance in 
biomedical research and it is calculated based on the 
confusion matrix elements[48], whereas the AUC is 
obtained using a numerical integration 
approach[49]. Both MCC and AUC metrics have a 
range value between 0 and 1 describing a binary 
classifier's ability to classify instances from the 
positive class. Both metrics are calculated by using 
Eq. (7) and (8) as follows. 

𝑴𝑪𝑪 =  
×ି×

ඥ(ା)(ା)(ା)(ା)
   (7) 

𝑨𝑼𝑪 =  ∫ 𝑹𝑶𝑪(𝒙)𝒅𝒙
𝟏

𝟎
     (8) 

TN, FN, TP, and TP stand for True Negative, 
False Negative, False Positive, and True Positive 
respectively. Both MMC and AUC metrics can 
measure the classifier model sensitivity well. 

 
4. RESULTS AND DISCUSSION   

Both datasets: complete predictor features and 
independent features are divided into the training 
and testing data. The training data are split into 5 
folds and formatted in 5 pairs of cross-validation 
data. The hyperparameter tuning of the node number 
and penalty value is carried out on the cross-
validation data with the average accuracy of 5 
validation data as the criterion in the gird search 
method. The MLP NN models with the optimal 
hyperparameters are respectively trained and 
evaluated using the associated training and testing 
data. 

4.1 Relevant and Independent Features 
The dataset with the complete predictor was 

yielded through preprocessing the raw dataset. The 
encoding process of the predictor features with two, 
three, four, and five categorical values to be discrete 
was conducted. The numerical predictor features 
were transformed using the min-max transformation 
to acquire the commensurate measure in the range of 
[0, 1]. The selected subset predictors called the 
relevant and independent predictors, were acquired 
by conducting either dependency or independency 
statistical tests to evaluate not only the relationship 
between the predictor and target feature but also the 
relationship among predictor features of the 
complete predictor dataset. A predictor feature is 

called the relevant one if the target feature depends 
on it. In the case of a classification model, the 
categorical predictors were evaluated using the Chi-
square test, and the numerical predictors were 
evaluated using the ANOVA F-test. Table 2 presents 
the statistical test results in selecting relevant 
predictors.  

Table 2: The dependence test of the target to predictors 

Categorical feature 

 Name Chi-square P value 

Children 44.1620 0 

Gender 0.3052 0.5807 

Marital Status 15.3076 0.0016 

Smoker 2.6719 0.2629 

Employed 38.1220 0 

Income Level 22.3321 0 

Social Media 27.2624 0 

Online Gaming 36.4426 0 
Numerical feature 

Name F statistic P value 

Age 36.1300 0 

Years Worked 29.7540 0 
The categorical features of 'Gender' and 'smoker' did 
not influence the target feature shown by their p-
values of 0.5807 and 0.2629, greater than 0.05. Both 
features are dropped from the predictor features. On 
the other side, both numerical features on the 
complete dataset have p-values of 0 in the ANOVA 
F-test which confirm that both features influence the 
target feature. The acquired relevant features consist 
of six categorical and two numerical predictors.  

Furthermore, the relevant predictors should be 
independent of each other. The evaluation of 
independence among the relevant predictors was 
conducted in three steps: independence among 
categorical predictors, among numerical predictors, 
and between the categorical and numerical 
predictors. Table 3 presents the two combination 
features in the independent test among predictor 
features. 

Table 3: The independence test among predictor features 

Among categorical predictors 

Combination Chi-
square 

P value 

['Employed', 
'Income Level'] 3.6871 0.0548 

['Employed', 
'Social Media'] 7.9725 0.0048 
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['Employed', 
'Online Gaming'] 0.5574 0.4553 

['Income Level', 
'Social Media'] 1.4977 0.221 

['Income Level', 
'Online Gaming'] 0.1549 0.6939 

['Social Media', 
'Online Gaming'] 0.2816 0.5956 

['Marital Status', 
'Children'] 9.2619 0.8634 

['Children', 
'Income Level'] 3.4068 0.6375 

['Children', 
'Social Media'] 4.1559 0.5272 

['Children', 
'Online Gaming'] 8.4211 0.1345 

['Marital Status', 
'Income Level'] 1.795 0.616 

['Marital Status', 
'Social Media'] 1.8672 0.6004 

['Marital Status', 
'Online Gaming'] 4.5253 0.21 

Among numerical predictors 

Combination Corr. 
Value 

P value 

['Age', 'Years 
Worked'] 0.0416 0.1891 

Between numerical and categorical predictors 
Combination F statistic P value 

['Age', 'Children'] 0.8625 0.3537 
['Age', 'Marital 

Status'] 1.7499 0.1865 
['Age', 'Income 

Level'] 1.6075 0.2051 
['Age', 'Social 

Media'] 0.3394 0.5603 
['Age', 'Online 

Gaming'] 2.8129 0.0938 
['Years Worked', 

'Children'] 0.0005 0.9827 
['Years Worked', 

'Marital Status'] 0.6106 0.4349 
['Years Worked', 

'Income Level'] 1404.8910 0 
['Years Worked', 

'Social Media'] 0.3024 0.5825 
['Years Worked', 

'Online Gaming'] 0.1175 0.7318 
 

There are four features with two labels, one with 
four labels, and one with six labels. Independent 
tests are presented in Table 3. The first six rows 
evaluate the independence of two features with two 

labels, and the second row shows a p-value of 
0.0048, less than 0.05, which means the 'Employed' 
and 'Social Media' features depend on each other. 
The 'Employed' feature is dropped from the predictor 
set based on considering the fourth and sixth row 
results. The seventh row is the result that confirms 
independence between the 'Marital Status' and 
'Children' features. The 8 to 13 rows show the results 
evaluating the independence between two labels and 
four or six labels, where all results show 
independence among them. Pearson's correlation test 
on the 14-row confirms that two numerical features 
are independent of each other.  Furthermore, the 
ANOVA F-test on the 15-row to 24-row shows that 
the 'Years Worked' and 'Income Level' features are 
dependent on each other. The 'Income Level' feature 
is dropped from the predictor set and the numerical 
feature of 'Years Worked' is preserved. Finally, the 
set of relevant and independent predictors consists of 
four categorical predictors ('Children', 'Marital 
Status', 'Social Media', 'Online Gaming') and two 
numerical predictors ('Age', 'Years Worked') that 
influence the 'Cancer' target feature. 

4.2 Hyperparameter tuning of the node number 
in the hidden layer and L2 penalty regularization 
 

The training data were divided into 5 folds and 
formatted into 5 pairs of training sets and 5 
validation folds. Hyperparameters tuning of the 
MLP NN model candidate was conducted by 
employing the training set and validation fold and 
setting the values of hyperparameters covering the 
optimal one. Both dataset scenarios employ the same 
l2 penalty values as [0.001,0.005,0.01,0.05,0.1,0.5] 
and the node number of [3, 5, 7, 9, 11] and 
[6,9,12,15,18] for the complete and independent 
datasets respectively. The other hyperparameters 
needed in executing the MLP NN model candidate 
were set up as follows: epoch number = 300, batch 
size = 30, optimization method = 'Adam', and 
validation metric of Accuracy.  

Both hyperparameters create 30 combinations, 
and the optimal gird search task produces the highest 
average accuracy in the five validation folds. Each 
MLP NN model with a hyperparameter pair is 
trained using the training set, and the accuracy 
performance is calculated using the corresponding 
validation fold. Because of five training sets and five 
validation folds, each hyperparameter pair is 
employed five times to produce the average 
accuracy. 
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Figure 2. Heat map of the average accuracy in the 5 

validation folds for all predictors as the model input 

 
Figure 3. Heat map of the average accuracy in the 5 

validation folds for relevant and independent predictors 
as the model input 

Each cell in the heatmaps presented in Figure 2 and 
Figure 3 contains the average accuracy. The 
complete training data yields the heatmap of Figure 
2, whereas the relevant and independent training 
data produces the heatmap of Figure 3. The optimal 
hyperparameter pair is found easily: the cell with a 
white color. data respectively. The optimal 
hyperparameter pair is found easily: the cell with a 
white color. Figure 2 shows the highest average 
accuracy of 0.787 with the hyperparameter pair of 
(7, 0.05), whereas Figure 3 shows the highest 
average accuracy of 0.784 with the hyperparameter 
pair of (12, 0.05). Both datasets yield the L2 penalty 
regularization value the same as 0.05, whereas the 
node numbers in the hidden layer are 12 and 7 for 
the complete and independent training data, 
respectively. 

4.3 The Optimal MLP NN Training and The 
Performance Metrics 

Both optimal MLP NN models are obtained 
using the optimal hyperparameter pairs (12, 0.05) 

and (7, 0.05) corresponding to the complete 
predictor and independent predictor datasets, 
respectively. Additionally, the models are trained by 
setting the epoch number = 300, batch size = 30, and 
optimization method = 'Adam'. The loss functions 
yielded in the training process of both models are 
presented in Figures 4 and 5. 

Both Figures have similar losses in either 
training or testing curves, where the curves are flat 
following the epoch of 50. The training process on 
both datasets occurs quickly to reach the convergent 
condition. The training and testing loss curves 
almost overlap in Figure 4 and total overlap in Figure 
5 without any gradual pattern occurrence. Based on 
both Figures, both models ensure no overfitting 
problem. 

 
Figure 4. All predictor dataset loss curves of the 

training and testing data 

 
Figure 5. Independent predictor dataset loss curves of 

the training and testing data 

Subsequently, the number of inputs and hidden 
layer nodes affect the weights and biases, which 
must be calculated through training. Both MLP NN 
models have two types of weights: weights 
preceding and succeeding the hidden layer, and two 
types of biases: input and output biases. Exploration 
of the weights preceding and succeeding the hidden 
layer of both models is presented in Figure 6 to 
Figure 9. Meanwhile, the number of input and output 
biases equals the number of nodes in the hidden and 
output layers.  
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Figure 6. Weights preceding the hidden layer of the 

dataset of all predictors  

 
Figure 7. Weights preceding the hidden layer of the 

dataset of independent predictors  

The MLP NN with 10 inputs (all predictors) and 12 
nodes on the hidden layer has 120 weights preceding the 
hidden layer presented in Figure 6. In contrast, the MLP 
NN with six inputs (independent predictors) and 7 nodes 
on the hidden layer has 42 weights preceding the hidden 
layer presented in Figure 7. Both bar charts of Figure 6 and 
Figure 7 have a similar distribution with the modus in the 
0 value where the frequencies are 100 and 30, respectively, 
for Figure 6 and Figure 7. 

 
Figure 8. Weights succeeding in the hidden layer of 

the dataset of all predictors  

 
Figure 9. Weights succeeding in the hidden layer of 

the dataset of independent predictors 
A similar distribution also occurs in Figure 8 and 
Figure 9. Both models have weights that succeed the 
hidden layer of (12, 7), which is the same as the 
number of nodes of the model with 12 inputs and 7 
inputs, respectively. Both bar charts of Figure 8 and 
Figure 9 have the modus close to 0 value with 
frequencies of 10 and 5 for Figure 8 and Figure 9, 
respectively. 

4.4. Discussion  
The heatmap of the MLP NN with all predictors 

input in Figure 2 has an average accuracy value in 
the range of 77.6% to 78.7%, and the heatmap of the 
MLP NN with independent predictors input in 
Figure 3 has an average accuracy value in the range 
of 77.2% to 78.4%. The average accuracy gap of the 
first heatmap is 1.1%, and the second one is 1.2%. 
The results confirm that the hyperparameter tuning 
on both types of input just improves the model 
performance accuracy by around 1% or 2%. The 
condition is affected by many features that influence 
the target feature that is absent in the dataset. The 
pattern of the loss curves in Figure 4 and Figure 5 
shows sharp decreases and quick convergence 
before the 50 epochs, supporting the fact that the 
feature predictors could not completely determine 
the class label of a patient. The weight distribution 
of both MLP NN models in Figure 6 to Figure 9 was 
dominated by zero value: 100 of 120 and 30 of 42 
for Figure 6 and Figure 7, respectively, and by close 
to zero value: 10 of 12 and 5 of 7 for Figure 8 and 
Figure 9 respectively. 

Implementation of the MLP NN, either for 
regression or classification purposes, still does not 
involve the hyperparameter tuning described in [40], 
[41], [44] and the selection of relevant and 
independent model inputs, including those in [34], 
[45], and [46]. The acquired MLP NN models were 
potentially not optimal because nonoptimal 
hyperparameters and inefficient model inputs could 
have been employed. Subsequently, this study 
successfully acquired highly qualified independent 
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and relevant predictor features as an input of the 
MLP NN model. 

To produce an optimal MLP NN model, the set 
of complete predictors or the subset of independent 
and relevant predictors are treated equally at all 
stages of the modeling process. Table 4 presents the 
confusion matrix and performance metrics in the 
testing data of both models.  

Table 4: The performance comparison of both MLP NN 
models in the corresponding dataset. 

Performance 
Metrics 

All Predictor 
Features 

Independent 
Predictors 

Confusion 
matrix 

[[10, 11], 
  [10, 69]] 

[[12,  9], 
  [10, 69]] 

Accuracy 0.79 0.81 
MCC  0.356 0.4374 
AUC 0.6748 0.7224 

 
The confusion matrices of both models in Table 

4 show that the MLP NN with the independent 
correctly classified two instances more significant 
than the MLP NN with complete predictors, which 
was also shown by the accuracy metric: 0.81 and 
0.79. Both MCC metrics are less than 50%: 35.6% 
and 43.74% for the model with complete and 
independent predictors, respectively, indicating that 
some important features influencing the target 
feature are still not covered by the dataset. Both 
models have AUC values greater than 0.5: 0.6748 
and 0.7224 for the first and second models, 
respectively, implying that both models still have a 
moderate performance to increase to higher ones. 
The MLP NN with independent predictors performs 
slightly better than the MLP NN with complete 
predictors. The MLP NN with independent 
predictors also has a simple model structure: six 
predictor inputs and seven nodes in the hidden layer. 
This leads to faster model training due to optimizing 
fewer weights.  

The results of this study recommend that in 
medical data classification modeling with MLP NN, 
it is essential to select a subset of relevant and 
independent predictor features as input to the MLP 
NN model and to adjust the hyperparameters of the 
number of nodes in the hidden layer and the L2 
penalty value systematically using k-folds cross-
validation data.  

Feature selection that is relevant and independent 
will face serious challenges when the dataset has 
high-dimensional predictor features composed of 
various measurement scales, namely categorical 
features involving multiple class labels. Testing the 
independence between predictor features will be a 
tiring job. In addition, implementing k-fold cross-

validation data will require a long computing time in 
high-dimensional datasets with many samples, 
especially in the MLP NN model, which has many 
model inputs and nodes in the hidden layer. 
Calculation of the average accuracy on each cell 
heatmap takes a long time. 

5. CONCLUSION  
 

The dataset with complete predictors consists of 
10 predictor features: two numeric and eight 
categories and a target feature with a binary class. 
The dependency test between the predictor and 
target feature yields two categorical features named 
'Gender' and 'Smoker', which were dropped from the 
dataset, and two numerical features are preserved in 
the dataset due to the target feature depending on 
both features. The evaluation independence among 
predictor features yields two categorical features 
named 'Employed' and 'Social Media', which are 
deleted from the predictor feature set. The dataset 
with independent predictors consists of four 
categorical and two numerical features. Both 
datasets employed in this study were divided into 
90% training and 10% testing data. The training data 
are split into five folds for hyperparameter tuning. 
The optimal pair of hyperparameters acquired using 
the gird search method are (12, 0.05) and (7, 0.05) 
for the dataset with complete and independent 
predictors. The execution of MLP NN models 
employing the corresponding optimal 
hyperparameter pairs and setting up the other 
hyperparameters: epoch number is 300, batch size is 
30, and optimization method is 'Adam' yielded the 
optimal MLP NN with independent predictors 
performing a slightly better than the optimal MLP 
NN with complete predictors in three metrics: 
accuracy, MCC, and AUC. The independent 
predictor dataset produces a simpler model and 
better performance than the complete predictors 
dataset. In future works, deploying the data mining 
feature selection in a high dimensionality, either the 
medical or not medical datasets, to produce the 
independent predictors as an input in either the linear 
or nonlinear machine learning models is the 
challenging issue. 
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