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ABSTRACT 
 

This study provides an overview of heart disease prediction using an intelligent system. Predicting disease 
accurately is crucial in the medical field, but traditional methods relying solely on a doctor's experience often 
lack precision. To address this limitation, intelligent systems are applied as an alternative to traditional 
approaches. While various intelligent system methods exist, this study focuses on three: Fuzzy Logic, Neural 
Networks, and Case-Based Reasoning (CBR). A comparison of these techniques in terms of accuracy was 
conducted, and ultimately, Case-Based Reasoning (CBR) was selected for heart disease prediction. In the 
prediction phase, the heart disease dataset underwent data pre-processing to clean the data and data splitting 
to separate it into training and testing sets. The chosen intelligent system was then employed to predict heart 
disease outcomes based on the processed data. The experiment concluded with Case-Based Reasoning (CBR) 
achieving a notable accuracy rate of 97.95% in predicting heart disease. The findings also revealed that the 
probability of heart disease was 57.76% for males and 42.24% for females. Further analysis from related 
studies suggests that factors such as smoking and alcohol consumption are significant contributors to heart 
disease, particularly among males. 
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1. INTRODUCTION 
 

Heart disease has caused a high level of concern 
among researchers since one of the most challenging 
aspects was to get an accurate and correct prediction 
[1]. The word "heart disease" describes various heart 
problems [2]. The four most frequent kinds of heart 
disease are coronary artery disease (CAD), 
arrhythmia, heart valve disease, and heart failure. 
According to a World Health Organization (WHO) 
study, many people worldwide suffer from heart 
disease yearly [3]. In the United States (U.S.), heart 
disease has become the top cause of mortality among 
people [4]. 

Various techniques and tools are used to predict 
heart disease, but it seems inefficient in the medical 
field [5]. This is because most methods are 
inadequate in calculating or predicting the outcome 
of heart disease in individuals, or the equipment is 
too expensive. Therefore, it was too challenging for 
them to predict heart disease. These challenges 
motivate us to research the prediction system which 
can predict heart disease accurately. Hence, an 
intelligent system technique will be applied to 

identify heart disease to resolve this concern 
correctly. An intelligent system (ML) is a part of 
artificial intelligence (AI) that helps researchers 
improve their prediction accuracy without being 
explicitly taught. Intelligent system algorithms use 
previous data as input to predict output results or 
outcomes [6]. These data's attributes or features will 
be utilized to identify the heart disease outcome, 
such as positive,1 or negative,0. Intelligent system 
algorithms are effective in predicting outcomes 
because they can handle massive amounts of data [7] 
and are capable of accurately predicting the 
development of heart disease [8]. As a result, in this 
study, intelligent system approaches will be studied 
and presented to predict the heart disease result 
correctly. 

Heart disease has become a disease that can cause 
a person's death if not predicted accurately as there 
are many factors of heart disease. Coronary artery 
disease (CAD), arrhythmia, heart valve dysfunction, 
and heart failure are a few examples. Therefore, it 
was challenging to identify whether the patient had 
heart disease or not. In a traditional approach, the 
doctors in the hospital or clinic will base on their 
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experience and knowledge to diagnose heart disease 
for every patient [1]. Therefore, the traditional 
approach will lead to inaccurate predictions. This is 
because sometimes there will be human errors like 
the doctors wrongly predicting the heart disease 
result based on their experience. The hospital and 
clinic also collect and keep many of their patient 
result records in a folder. Those result records will 
leave behind and become raw data. This method can 
lead to negative biases, errors, and additional 
medical costs, all of which influence the quality of 
care delivered to patients. Heart disease can be 
predicted using modern ways such as by using 
intelligent systems. By using intelligent system 
methods, the doctors only require keying in the data 
according to each input variable to get the outcome. 
These approaches will aid the doctors in hospital or 
clinic to provide the outcome result to the patients, 
but it has limitations. Many intelligent system 
techniques can be used for prediction, but only some 
methods are suitable. This is because some 
intelligent system techniques will only produce the 
images or text outcome where the outcome for the 
heart disease prediction is in binary form. Besides 
that, those intelligent system techniques that are 
suitable to predict the result of heart disease have a 
critical problem which is accuracy. Every intelligent 
system model uses different algorithms to predict the 
heart disease result. The data cleansing procedure is 
very significant in deciding the accuracy of the 
results. The practice of fixing or eliminating 
erroneous, corrupt, poorly formatted, duplicate, or 
incomplete data from a dataset is known as data 
cleaning. It is essential to identify and remove errors 
and duplicate data to establish a dependable dataset 
and increase the accuracy of the final result. 
Therefore, each intelligent system model will have 
different accuracy in predicting the resulting 
outcome. 

The goal of this research is to develop an 
advanced intelligent system designed to enhance the 
accuracy of heart disease prediction, addressing 
existing limitations in conventional diagnostic 
methods. 

 

2. RELATED WORKS 

The authors of this research paper [9], 
Tanmay Kasbe & Ravi Singh Pippal used the Fuzzy 
Logic Intelligent system to diagnose heart disease. 
Fuzzy logic is a powerful reasoning method that best 
deals with uncertain data. Heart disease diagnosis is 
an essential criterion in daily life. Yet due to a lot of 
uncertainty and risk factors, heart disease diagnosis 
can sometimes be difficult for experts. When a heart 

attack is detected, the speed of detection is critical to 
save the patient's life and prevent heart damage. 

The authors used the heart disease dataset 
from the UCI(Intelligent System Repository) to 
research. The dataset includes ten input variables: 
Systolic Blood Pressure, Serum Cholesterol, 
Maximum Heart Rate, Chest Pain, Fasting Blood 
Sugar, Old Peak, Electrocardiography (ECG), 
Thallium Scan, gender, and age. The output attribute 
will be the Result. Next, the tool used by the authors 
to diagnose the heart disease result was MATLAB. 
The accuracy of the study article, heart disease 
diagnostic system using Fuzzy Logic, is 93.33%. 
Fuzzy Logic Intelligent system diagnoses heart 
diseases through a fuzzy expert system with 
membership function, fuzzy input and output 
variables, and a fuzzy rule base. 

In the first stage, fuzzy membership 
functions will be used for implementation in the 
MATLAB tool. The fuzzy membership function 
converts the crisp input from the heart disease 
dataset to provide the fuzzy inference system. The 
authors selected two membership functions such as 
triangular function and trapezoidal function. The 
lower limit, ‘a’ an upper limit, ‘b’ and a value of' ‘m' 
will clarify the triangular function. The range of the 
‘m’ value will be a < m < b. Equation (1) below 
shows the triangular function.  

 

 
 
Then in the trapezoidal function, ‘a’ 

represents the lower limit, and ‘d’ represents the 
upper limit. Besides that, it also has a lower support 
limit defined as ‘b’ and an upper Support limit ‘c’. 
Equation (2) shows the trapezoidal function. 

 

 
 
The fuzzy expert system is vital in the 

second step for determining the input and output 
variables of the heart disease dataset. The UCI 
(Intelligent System Repository) heart disease dataset 
contains 10 input variables and 1 output variable. 
The fuzzy data rule base will be declared at the final 
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stage. The fuzzy rule base, one of the most critical 
aspects of the fuzzy inference system, determines the 
quality of the heart disease outcome. The fuzzy rule 
is a conditional statement. IF-THEN statements give 
the form of fuzzy rules. The fuzzy data rule base is 
declared using AND/OR logic operator with either a 
single attribute or a combination of attributes. The 
authors reported 86 rules by using the right 
combination of attributes. Thus, the more the new 
rule base, the higher the accuracy. The advantage of 
Fuzzy Logic is it is dynamic and allows for rule 
changes. It even accepts imprecise input 
information. Then the disadvantage of this approach 
is the accuracy of these systems is compromised 
since they rely on inaccurate data and inputs. 
However, the limitation of this technique is that the 
rule of fuzzy logic is based on predefined rules, and 
if the rules are flawed, the result is predicted. 

Heart disease was predicted by using the 
Neural Network Intelligent system technique or 
algorithm [10]. According to the researchers, 
developing a medical diagnosis system based on 
machine learning for heart disease prediction 
provides a more accurate diagnosis and lowers 
treatment costs. For the prediction system, the 
Backpropagation Algorithm, a widely used Artificial 
Neural Network learning methodology, was used to 
satisfy this need. The dataset of this research was 
taken from the Cleveland database. This dataset has 
303 cases and 76 attributes, but the authors only used 
14. Table 1 below shows all the attributes of the heart 
disease dataset in table form. In this study, 13 
variables will be used as input, and 1 attribute, Num 
will be used as output. The authors of this study 
applied MATLAB R2015a tools to identify heart 
disease using a neural network approach. 
Backpropagation Algorithm with Artificial Neural 
Network (ANN) learning approach will be utilized 
in this study to predict heart disease. 

Table 1: Cleveland Heart Disease Dataset Attributes 

 
Clinical Features Description 

Age Age 
Ca Number of major vessels (0-3) 

colored by fluoroscopy 
Chol(mg/dl) Serum cholesterol 

Cp Chest pain type 
Exang Exercise induced angina 

Fbs Fasting blood sugar 
Num Diagnosis of heart disease 

Oldpeak ST depression induced by exercise 
relative to rest 

Restecg Resting electrocardiographic 
results 

Sex Gender 

Slope The slope of the peak exercise ST 
segment 

Thal 3 = normal; 6 = fixed defect; 7 = 
reversible defect 

Thalach Maximum heart rate achieved 
Trestbps(mmHg) Resting Blood Pressure 

A multilayer perceptron neural network 
was built using the Artificial Neural Network (ANN) 
learning approach for the heart disease prediction 
system [11]. It contains three layers: an input layer, 
a concealed layer, and an output layer. The input 
layer will have 13 neurons because the dataset has 
13 input variables. Next, the authors used 3 neurons 
for the hidden layer. The number of neurons in the 
input layer will be increased by one at a time by 
measuring their performance and selecting the best 
one. It will be good if the number of hidden layer 
neurons is equal or the same as the neuron of the 
input and output layers. Then the output layer will 
have 2 neurons. This is because the value of the 
output in the dataset was either disease absence or 
disease presence represented by 0 and 1 respectively. 

Besides that, the Backpropagation Neural 
Network algorithm (BA) will be used to build 
multilayer neural networks. It is also known as an 
error-back propagation algorithm since it uses an 
error-correction learning rule base. The heart disease 
dataset will be split into 3 parts which are training, 
testing, and validation. The training data will be used 
in the process of Backpropagation. At first, a small 
random number will be used as the weightage for all 
the networks. The training data is then used as input, 
and the output for each unit is computed using the 
Sigmoid Function,  

 

𝜊 = 𝜎(𝑊ሬሬሬ⃗ . �⃗�), 𝜎(𝑦) =
ଵ

ଵାష      (3) 

where 𝑊ሬሬሬ⃗  is the vector unit of weightage values while 
�⃗� is the vector unit for network input values. After 
that, error calculation will begin with the error signal 
(𝛿) calculation for every network output that 
propagated as input to all neurons in the network. 
The first error term, 𝛿 with the equation of 
 
   𝛿 ← 𝜊(1 − 𝜊)(𝑡 − 𝜊)     (4) 
 
will be used to compute for every network output 
unit where 𝑜 reflect the network output for output 
unit 𝑘 and define the target output for output unit 𝑘. 
The second error term, 𝛿 with the equation of  
 

𝛿 ← 𝜊(1 − 𝜊) ∑ 𝑊𝛿 ఢ௨௧௨௧௦      (5) 
will be used to compute for every hidden unit ℎ 
where 𝑊  show the network weightage from the 
hidden unit ℎ to the output unit 𝑘. Therefore, every 
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network weightage will be updated by using the 
equation of 

𝑊 ← 𝑊 + ∆𝑊        (6) 
Where, 

∆𝑊 = 𝜂𝛿𝑥         (7) 
The 𝜂indicate the learning rate while 𝑥  refers to the 
input from unit 𝑖and unit 𝑗. The accuracy result from 
this study was 95%. 
 

A decision support system in heart disease 
diagnosis by case-based recommendation author is 
proposed by Prinsha Prakash [12]. According to the 
authors, most medical decisions must be made 
quickly, simply relying on the Doctor's unaided 
memory. Continuous training and recertification 
procedures push the Doctor to retain more important 
information in mind at all times, but limitations of 
human memory and recall, along with the expansion 
of knowledge, ensure that most of what is known 
cannot be understood by most people. To identify the 
cardiac condition that was the result of this research, 
the author used a method known as Case-Based 
Reasoning (CBR), which is an intelligent system. 
These methods can assist in organizing, storing, and 
retrieving the information that is necessary when 
dealing with each problematic case, as well as 
propose appropriate diagnostic, prognostic, and 
therapeutic judgments and decision-making 
processes. 

Case-based reasoning differs in several 
ways from other AI strategies like knowledge-based 
systems (KBS). CBR uses the particular knowledge 
of previously encountered, concrete issue situations 
rather than relying only on general knowledge of a 
problem area or drawing links along generalized 
relationships between problem descriptors and 
conclusions. Additionally, CBR provides 
incremental, continuous learning since new 
knowledge is maintained each time a problem is 
resolved and may be used to tackle similar issues in 
the future. 

These authors use the heart disease dataset 
found at Cleveland Clinic Foundation. Table 1 
provides a visual representation of the Cleveland 
Clinic Foundation's statistics on heart disease. There 
are fourteen properties in the dataset, thirteen of 
which are input variables and one of which is an 
output or result variable. The author used the Case-
Based Reasoning (CBR) approach to diagnose 
cardiac illness resulting from this research. This was 
done with the help of the MATLAB program. The 
CBR method or algorithm is broken down into four 
stages: retrieved, reuse, revise, and retain. 

Since the revise and retain process may be 
done manually, the author used the retrieve and reuse 

technique in this research. The author uses scanned 
images of 2D echocardiographic, EEG, ECG, and 
heart images as input, and image processing 
techniques are used to validate the normal or 
abnormal condition of the heart. Then the result data 
will be saved in the case base. The doctor will reuse 
this result data during the patient consultation by 
retrieving comparable instances from the case base 
and instantly providing the heart disease result. 
Aside from that, if a special case does not exist in the 
case base, the revise and retain approach will be 
utilized to get the result and preserve it in the case 
base for future usage. The advantage of Case-Based 
Recommendation (CBR) is that it is not complex to 
implement. CBR uses case-based knowledge, 
therefore the output or result can be proposed 
rapidly. Then the disadvantage of this approach is 
the CBR requires more previous data cases to predict 
the outcome accurately. So, it needs a huge amount 
of storage to store the previous cases. However, the 
limitation of this technique is It takes longer to 
compute the similarity between the training and 
testing data during the revision phases. 

Accuracy is crucial in medical diagnosis 
systems, especially for heart disease where there is a 
need for more precise predictions. This research 
aims to develop an intelligent system capable of 
delivering more accurate heart disease predictions, 
surpassing the performance of previous systems. 
 
3. METHODOLOGY 
 

Since using the traditional approaches of 
the doctor’s experience and knowledge to predict the 
heart disease result was complex and not accurate, 
intelligent system algorithms or techniques will be 
proposed to overcome the problem. Intelligent 
system algorithms or techniques can assist doctors in 
predicting heart disease results automatically by 
applying the formula to the intelligent system 
algorithm. Many different types of intelligent system 
algorithms are available today. Not all of them are 
suitable for predicting the heart disease outcome 
since the outcome is a binary number that can be 
either 0 or 1. This is because many intelligent system 
algorithms can only provide the outcome in images 
or text form [13]. Consequently, the three best 
intelligent system algorithms suited for predicting 
heart disease results are chosen, and only the best 
and most accurate algorithm is selected to predict the 
outcome. 

The heart disease dataset is initially 
downloaded from Kaggle, followed by its pre-
processing to enhance data quality. This involves 
applying data normalization techniques, ensuring 
uniformity in the data range. Subsequently, the 
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dataset is divided into a 60:40 ratio for training and 
testing purposes. The Case-Based Reasoning (CBR) 
algorithm is then employed for heart disease 
prediction, using 60% of the data for training and 
40% for testing. The accuracy of the predictions is 
determined by comparing them against the original 
dataset. The research framework and the detailed 
process flow are illustrated in Figures 1 and 2, 
respectively. 

 

 
 

Figure 1: Research framework 
 

 
 

Figure 2: Process flow chart 
 

The heart disease dataset, authored by 
David Lapp and sourced from Kaggle, comprises 

1025 entries with 13 attributes and 1 output. 
Attributes include age, gender, chest pain (Cp), 
resting blood pressure (trestbps), serum cholesterol 
(Chol), fasting blood sugar (fbs), resting 
electrocardiographic results (Restecg), maximum 
heart rate achieved (thalach), exercise-induced 
angina (exang), ST depression induced by exercise 
relative to rest (Oldpeak), slope of the peak exercise 
ST segment (Slope), number of major vessels (Ca), 
and a blood disorder called thalassemia (thal). The 
dataset's characteristics, descriptions, and data types 
are detailed in figure 3. 

 

 
 

Figure 3: Attributes and Description of the Heart 
Disease Dataset 

 
Data splitting involves dividing the data 

into two or more parts. When there is a split into two 
parts, one is often utilized to analyze or test the data, 
while the other is used to train the model [14]. The 
process of data splitting is a crucial component of 
data science, especially for developing models based 
on data. Accuracy in the development of data models 
and the processes that apply data models, such as 
machine learning, may be improved with the aid of 
this approach. There are 3 types of data splitting. 
First is random sampling. The data modeling process 
is protected from bias using this data sampling 
strategy, which prevents bias toward various 
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potential data features. However, there may be 
problems with the random splitting method due to 
the unequal distribution of the data. Secondly, 
stratified random sampling. This method picks 
random samples of data from a set of parameters. It 
ensures that the data in the training set and the test 
set are split up correctly. Thirdly, non-random 
sampling. Data modelers use this method to use the 
most current data as the test set. 

 
In this research, the data will be split into 

the ratio 60:40, where 60% will be the training data 
and 40% will be the testing data using the non-
random sampling method. This research requires the 
predicted dataset to compare with the previous 
dataset to identify the accuracy. In the heart.csv 
dataset, there are 1025 data. Therefore, 615 data will 
be used for training and 410 data will be used for 
testing. 

Data preprocessing is the process of 
cleaning or dropping the data. It is an important step 
in the data mining process. Data pre-processing is to 
convert or transform the raw data into high-quality 
data or understandable format [15]. Data 
normalization is also part of data pre-processing. 
Normalization is a procedure that is often used in the 
process of data preparation or data pre-processing in 
machine learning. The process of transforming the 
different columns of a dataset to the same scale is 
referred to as normalization. The data in the dataset 
will be converted to a scale of 0 to 1 by using the 
normalization method. It is not necessary to 
normalize each dataset when using machine 
learning. It is only required in situations in which the 
ranges of the characteristics differ. The purpose of 
normalizing the data is to enhance the accuracy of 
the prediction. 

 
The data that has been split into the ratio of 

60:40 and normalized will be used in the Case-Based 
Reasoning (CBR) algorithm for prediction purposes. 
Case-based reasoning, often known as CBR, is an 
approach for resolving novel issues by modifying 
approaches that have already shown success in 
solving problems based on the past. It is an Artificial 
Intelligence (AI) technique that imitates how 
humans make a decision. Memory, learning, as well 
as planning, and problem-solving, are all 
investigated during CBR. This sets the way for a new 
technology, including intelligent computer systems 
that can solve issues and adapt to new circumstances. 
In case-based reasoning (CBR), the "intelligent" 
reuse of information from previously solved 
problems, commonly known as "cases," is 
predicated on the assumption that if two problems 
are similar, their solutions will also be similar. Cases 

may be thought of as examples of previously 
resolved issues. In the CBR algorithm, 4 stages will 
pass through: retrieve, reuse, revise, and retain 
shown in Figure 4. 
 

 
 

Figure 4: Case based reasoning 
 

 The first stage is retrieving. The similarities 
will be calculated between the testing data and 
training data. It is used in problem-solving and 
reasoning to match a previous experience/case (case 
base) with the new unseen problem to find a solution. 
It also can be called case matching in CBR matching 
new cases with the previous cases from the case base 
to find a solution. The purpose of the similarities is 
to select cases that can be adapted easily to the 
current problem and select cases that have (nearly) 
the same solution as the current problem. The basic 
assumption for the retrieved phase is “similar 
problems have similar solutions” and the goal of 
similarity modeling is to provide a good 
approximation. Two types of similarities need to be 
calculated such as local similarity and Global 
Similarity. Local Similarity is used to compute the 
similarity between query (new problem) and case 
attribute values while Global Similarity is a build-up 
from the number of local similarities function It is a 
weighted sum of the local similarity. The formulas 
for Local Similarity and Global Similarity are shown 
in Figure 5 and Figure 6 below. 
 

 
 

Figure 5: Local Similarity Formula 
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Figure 6: Global Similarity Formula 
 

Thus, similarity measurement for local 
similarity is calculated between each attribute value, 
while Global Similarities are computed between 
each case. The steps in the retrieved phase are: 

The data split into training and testing will 
be imported in the first step. It will import the 
original data and the data that had been normalized. 
Next, a variable will be used to declare for each data 
that is being imported. Then the output column of the 
normalized training data will be eliminated for 
prediction purposes. 

In the next step, to calculate the local 
similarity for each case, the minimum and maximum 
data will be identified from the normalized training 
data and the range will be calculated by using the 
maximum value and subtracting the minimum value 
for each attribute. Besides, for global similarity 
calculation purposes, the weightage will be declared 
to be 1 for each attribute. 

After that, the local similarity and global 
similarity algorithms will be applied to predict the 
outcome result of the heart disease data. 

 
Next, after each testing data’s local and 

global similarity is calculated, it will move to the 
reuse phase. The reuse process in the CBR cycle is 
responsible for proposing a solution for a new 
problem from the solutions in the retrieved cases 
where it reuses previous experiences as the solution 
to a new problem or situation. Reusing a retrieved 
case can be as easy as returning the retrieved 
solution, unchanged, as the proposed solution for the 
latest issue. It did not require any modification where 
it just copied back the solution in the previous 
problem that achieved the highest similarity as the 
new case or problem solution. The highest similarity 
among the global similarity result will be identified 
in the reuse phase. After the highest similarity has 
been identified, the result of the training case that 

achieves the highest global similarity will be 
appended as the result for the testing case data. 

 
Besides, the revised phase determines how 

the solution can be used in the new setting. It aims to 
verify and ensure the correctness of the solution. 
Since the solution of the Heart Disease Data has only 
2 values which are 0 and 1, then the revised cycle is 
not required. 

 
The last cycle is the retained phase. The 

result for the new solution or test data will be merged 
and stored in the train data before normalizing. So, it 
will store and merge the test data with the new result 
to the train data before normalizing and saving it into 
the case based. Therefore, the new solution will be 
saved. 

In this research, there are some constraints. 
This study only focuses on one intelligent system 
algorithm. Because many other techniques are not 
considered or offered in this study, claiming the best 
technique from other intelligent system techniques 
becomes the constraint. Next, since intelligent 
system approaches differ, there is only a limited 
amount of time to assess and research them all. 
Therefore, it is challenging to investigate, analyze, 
and evaluate all the other intelligent system 
approaches. The limitation of this heart disease 
prediction research is static. This heart prediction is 
not a real-time prediction. This is because the dataset 
taken from the website does not contain the actual 
latest heart disease data. Therefore, different heart 
disease datasets will have different results and 
accuracy. 
 
4. RESULTS 
 
 Upon completion of the heart disease 
prediction and subsequent saving of the results, a 
comparative analysis will be conducted between the 
outputs derived from the original dataset and the 
normalized dataset. Both CSV files containing the 
prediction results will be imported into the system 
for evaluation. This comparison will focus on 
analyzing discrepancies or improvements in 
predictive performance between the two datasets, 
allowing for a detailed assessment of the impact of 
data normalization on the accuracy and consistency 
of the predictions. 
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Figure 7: Accuracy in Pie Chart 
 

In our study, the Case-Based Reasoning 
(CBR) methodology yielded an impressive accuracy 
of 97.95% in predicting heart disease, as illustrated 
in Figure 7. This high level of precision highlights 
the effectiveness of CBR as a dependable tool in the 
medical diagnostic process, particularly for the early 
detection and treatment planning of heart disease. 
The results signify a notable advancement in the use 
of intelligent systems within healthcare, showcasing 
CBR's potential to improve diagnostic accuracy over 
traditional approaches. 
 
 

 

 
 

Figure 8: Number of Data According to Gender 
 

 
 

Figure 9: Number of Data According to heart disease 
 
 From the result, a few visualization 
techniques will be applied to the predicted heart 
disease dataset and the result data using Microsoft 
Power BI. Figure 6 above shows the number of heart 
disease data according to gender. The results show 
there are 1025 data altogether and 713 data come 
from Males, and 312 from Females. From Figure 9 
above, the number of patients with heart disease is 
535 out of 1025. 
 

 
 
Figure 10: Heart Disease According to Gender (Overall) 
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Figure 11: Heart Disease According to Gender (in %) 
 

Figure 10 and 11 above shows the bar chart 
on heart disease according to gender that was 
visualized from the predicted result. The Figure 8 
graph shows the overall number of patients who 
have and don’t have heart disease according to 
gender. The Figure 9 graph result shows that the 
gender percentage of gender males getting heart 
disease is higher than that of females. The 
percentage for getting heart disease for males is 
57.76% while for females, 42.24%. Based on the 
justification from [16] and [17] the factor activity 
that can cause heart disease, especially in males such 
as smoking and alcohol. Both activities are always 
done by a male more than compared to females. 
 

 
 

Figure 12: Heart Disease According to Age 
 
 Figure 12 above shows the line graph 
visualized from the predicted result. The chart shows 
the number of heart diseases according to age. The 
result shows that people aged 54 get the highest heart 
disease chance. There are 32 patients from the 
sample of 535 who get the highest heart disease at 
the age of 54. According to [18], most male patients 
focused on their work and didn’t care about their 
health. So, it will lead to an unhealthy diet and 
slowly when the age grows older, they get a higher 
chance of having heart disease. 

 

 
 

Figure 13: Maximum of Heart Rate 
  
 Next, Figure 13 above shows the dotted 
graph visualized from the predicted result. The chart 
shows the Maximum Heart Rate according to age. 
The maximum heart rate is calculated from the 
attribute “thalach”. It is the maximum heart rate that 
a person achieves. The result shows that the patient 
who is age 29 has the highest heart rate. According 
to [19], middle-aged people used to have a higher 
heart rate due to their daily activities. This is 
because, in that range of age, many people are 
stressed with their work and so on. Therefore, they 
are at high risk of getting heart disease if they do not 
have a healthy diet regularly. 
 

 
 

Figure 14: Heart Disease According to Chest Pain 
 

Besides that, Figure 14 shows the bar graph 
that is visualized from the predicted result. The 
graph shows the Chest Pain Type according to 
gender. The chest pain is calculated according to the 
gender from the attribute “cp”. “cp” is a pain in any 
area of your chest. If you don't treat it right away, it 
could spread to other parts of your body, like your 
arms, neck, or jaw. Pain in the chest can feel sharp 
or dull. You might feel tight, achy, or like your chest 
is squeezed or crushed. Pain in the chest can last a 
few minutes or a few hours. It has four types of Chest 
Pain: Typical Angina, Atypical Angina, Non-anginal 
Pain, and Asymptomatic. Atypical pain is often 
defined as pain in the chest and abdomen or back, or 
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as pain that is burning, stabbing, like stomach aches 
[20]. Pain in the chest, arm, or jaw that is dull, heavy, 
tight, or crushing is a common sign. Non-Anginal 
Pain is one of the chest pains caused by heart disease 
[21]. It feels like your chest is being squeezed or 
tightened or like there is pressure or weight on it, 
especially behind your sternum. We might feel it on 
the right, left, or right in the middle. Asymptomatic 
left ventricular systolic dysfunction (ALVSD), also 
called stage B heart failure, is a low left ventricular 
pulse rate function that doesn't cause any symptoms 
[22]. From the graph above, we can observe that the 
patients that get typical angina only have 120 
patients that get the disease out of 497 patients. Next, 
for the non-anginal pain patients, 223 patients get the 
disease out of 284. Next, the Atypical Angina 
patients who get heart disease have 134 patients out 
of. Besides that, Asymptomatic patients with heart 
disease have 58 patients from 77. 
 

 
 

Figure 15: Correlation Coefficient 
 
After that, the product-moment correlation 

coefficient technique may be used to determine 
whether there is a correlation between the attributes 
and the heatmap can then be constructed. The feature 
with the highest degree of correlation will be chosen 
for inclusion in the result of the model. The 
technique used to construct a predictive model is 
called feature selection [23]. The procedure has been 
used to limit the number of input variables by 
picking a relevant feature. In the field of machine 
learning, the reason we suggested using feature 
selection was so that we could improve the overall 
performance of the algorithm and get highly 
effective results when it came to training the 
machine. The technique of selecting the features that 
will most significantly contribute to the desired 
outcome of a prediction is known as "feature 
selection." This may be done either automatically or 
manually. Having unnecessary characteristics in the 
dataset will lead to a decline in the accuracy of the 
models; nevertheless, the machine will function 
more effectively if the unnecessary dataset is 
distinguished. 
 

4.1 Comparison with prior works 
 

Numerous approaches have been implemented in the 
past to predict heart disease, each yielding varying 
degrees of success. Despite these efforts, there is still 
a significant need for improvement, as the 
complexity and diversity of heart disease symptoms 
and risk factors make accurate prediction 
challenging. The advancements in machine learning 
(ML), deep learning (DL), and other intelligent 
systems have driven progress, but the potential for 
further enhancement remains substantial. 

To highlight our contribution in advancing heart 
disease prediction, we present a comparative 
analysis (Table 2) between our work and previous 
studies. This comparison not only showcases the 
accuracy of different predictive models but also 
illustrates how our approach, utilizing Case-Based 
Reasoning (CBR), stands out in terms of 
performance. 

In previous research, various methods such as 
Machine Learning, Deep Learning, Artificial Neural 
Networks (ANN), and Fuzzy Logic have been 
employed. For instance, Vayadande et al. [24] used 
a combination of ML and DL techniques, including 
Logistic Regression and XGBoost, achieving an 
accuracy of 88.52%. Pal et al. [25] applied Random 
Forest and obtained a slightly higher accuracy of 
93.3%. Pasha et al. [26] employed an ANN 
approach, which resulted in an accuracy of 85.24%, 
while Kasbe et al. [9] and T.K. et al. [10] used Fuzzy 
Logic and ANN, reaching accuracies of 93.33% and 
95%, respectively. 

In contrast, our study leverages Case-Based 
Reasoning (CBR), a knowledge-based system that 
retrieves solutions based on the similarity of past 
cases to new ones. This method achieved a notable 
accuracy of 97.95%, which is higher than all the 
compared studies. The significant improvement in 
accuracy underscores the effectiveness of CBR in 
handling the complexity of heart disease prediction 
by learning from historical cases and adapting to 
new, unseen cases through its iterative process of 
retrieval and revision. 

By providing this comparative analysis, we 
demonstrate how our research not only builds on but 
also advances previous work in heart disease 
prediction. The superior accuracy of our model 
suggests that CBR is a promising tool for enhancing 
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the precision of diagnostic systems in the medical 
field, offering a more reliable method for early 
detection and intervention of heart disease. 

Table 2: Comparison with prior studies 

Study Method Accuracy 
Vayadande et al. 
[24] 

ML and DL 88.52% (Logistic 
regression, 
XGBoost) 

Pal et al. [25] Random Forest 93.3% 
Pasha et al. [26] ANN 85.24% 
Kasbe et al. [9] Fuzzy Logic 93.33% 
T.K. et al. [10] ANN 95% 
Ours CBR 97.95% 

 
 
5. CONCLUSION 
 
 This research successfully predicted heart 
disease using the intelligent system, Case-Based 
Reasoning (CBR). The heart disease prediction 
process involved the application of the CBR 
algorithm, which included data splitting and pre-
processing steps such as data normalization. The 
CBR algorithm operates in four stages: Retrieve, 
Reuse, Revise, and Retain, with the Local and 
Global Similarity algorithm applied during the 
Retrieve stage. The dataset was divided into training 
and testing sets at a specific ratio, followed by data 
normalization to prepare it for the prediction phase. 

In this study, the CBR algorithm was used to assess 
both local and global similarity within the training 
and testing data. The data exhibiting the highest 
similarity was selected as the predictive result for 
new cases. This approach proved effective, 
achieving a heart disease prediction accuracy of 
97.95%. 

However, some limitations were encountered during 
the research, particularly related to the dataset size 
and the nature of the CBR algorithm. The dataset 
comprised only 1,025 entries, which was insufficient 
for achieving optimal accuracy, as CBR performs 
best with larger datasets. Additionally, the CBR 
algorithm's process of comparing local and global 
similarities between each training instance is time-
consuming. As a result, larger datasets significantly 
increase the time required for heart disease 
prediction, making the process more time-intensive 
as the dataset grows. 
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