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ABSTRACT 
 

This study focuses on developing a novel decision-making system for oncologists to select the most suitable 
treatment strategy for breast cancer patients. The proposed system, called the Hybrid Model Process of 
Treatments (HMPT), is designed to assist oncologists by incorporating patient history, experiences, and 
responses. We analyzed clinical, digital pathology, and genomic data from patients treated with neoadjuvant 
chemotherapy to construct a strategic approach for metastatic breast cancer treatments. The HMPT model 
integrates two components: a Predictive Model (PM) using Neural Network (NN) and Logistic Regression 
(RL) to accurately forecast treatment outcomes, and a Data Augmentation Model (DAM) that generates new 
data. This newly generated data is evaluated against the Predictive Model (PM) to ensure alignment with 
established patterns. Results demonstrate that the model can be applied effectively across various breast 
cancer types, showing potential to expand clinical trial evaluations and test novel hypotheses for metastatic 
breast cancer patients. The HMPT model offers a revolutionary approach to reducing recurrence rates and 
enhancing the treatment experience, while also lowering the associated healthcare costs for patients. 

Keywords: Breast Cancer, Treatment management intelligent system, LR, NN, GA. 
 
1. INTRODUCTION  
 

According to the World Health Organization 
WHO, breast cancer is the most common cancer 
among women worldwide, in 2020, the most 
prevalent type of cancer in terms of new cases was 
breast cancer, with 2.26 million reported cases [1]. 
As demonstrated by the latest statistics, the national 
annual index rate is estimated at more than 50,000 
new cases in women. However, predicting the 
progression of breast cancer is a challenging task due 
to the complex and dynamic nature of the disease [2]. 

The 5-year survival rate for locally advanced 
breast cancer is around 72% for women under the 
age of 50 and around 64% for women over the age 
of 50, based on the National Cancer Institute. Locally 
advanced breast cancer has a higher risk of 
recurrence compared to earlier stages of breast 
cancer[3]. However, these statistics have reached a 
motivating phase, highlighting the need to develop 
new approaches to overcome the breast cancer. The 

treatment of locally advanced breast cancer depends 
on various factors, such as the stage of cancer, the 
size and location of the tumor, and the overall health 
of the patient. 

Neoadjuvant therapy (NAT) is effective in 
reducing the risk of breast cancer among patients, 
emerges as a pivotal strategy, particularly in the 
context of metastatic breast cancer offers the 
advantage of downstaging the disease, potentially 
reducing the extent of surgery in an era of 
individualization of therapy. NAT regime is likely to 
reduce the tumor size and can make patients for 
surgical resection or can make some patients for 
breast-conserving surgery rather than mastectomy 
[4]. Most breast cancer treatments, while necessary, 
often come with high costs and severe side effects. 
Moreover, factors like age, stage, and individual 
treatment histories lead to significant variability in 
the disease's progression. The inherent diversity 
presents great challenges and difficulty in the 
accurate analysis of breast cancer to design 
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individual optimal therapeutic strategies or treatment 
plan with significant psychological and physical 
implications. 

Clinical trials, which have been recommended by 
the World Health Organization, remain the gold 
standard in assessing chemotherapy regimens. This 
is crucial to test new treatment protocols in an 
attempt to establish those are even more effective 
than the current standard. The exploration can be 
anything from the testing of new pharmaceuticals to 
devising novel surgical procedures or administering 
therapies using different techniques. One of the other 
reasons encompassing these trials is to find a cure 
that is not only better but also has less harmful effects 
upon patients’ body. For this reason, a clinical trial 
is classified as research that thoroughly evaluates 
efficacy and safety in the realm of treatment. In fact, 
over the years of scientific evolution, clinical trials 
have been used voluminously in observing 
pharmacological as well as other types of therapeutic 
effects according to Ulrikke Lyng Beauchamp 
(2020).[5]. For many years, clinical trials have been 
increasingly used to test the effects of drugs and new 
therapeutic techniques (Ulrikke Lyng Beauchamp, 
2020). This represents a transformative 
improvement in how breast cancer is treated, 
especially for some types of metastatic breast 
cancers. These advances allow patient-directed 
treatment algorithms to cater to therapies based on 
the specific medical needs and backgrounds of 
individual patients. Metastatic breast cancer is a 
good example of where this personalization can 
work well, as the tumor features and how resistant to 
therapy the patient has been in their disease history 
are important considerations for optimal 
management. Thus, such new strategies of drug 
management not only improve treatment but also 
help in prolonging the lives of women fighting 
against this disease. An individual approach to 
medicine built on current research and drug 
development will provide more effective control of, 
and improved outcomes for breast cancer patients 
including those with advanced stage disease. 

Given the different treatments tap cancer 
weaknesses, switch is important as cancers continue 
to grow and respond in distinct ways. Yet, the key to 
efficient drug control in these cases is a good choice 
of sequential pairs. Instead, the aim is to look for a 
range of therapies that not only work well in 
controlling the cancer but also fit with an individual's 
overall health and their intended goals for treatment. 

Although arguably the most essential phase of this 
decision-making process, there are no globally 
agreed-upon guidelines or algorithms on how best to 

come up with combinations. This absence of 
guidance is a major obstacle for oncologists who 
want to deliver the best care they can. 

Clinicians often use pre-established chemotherapy 
regimens when treating a particular type of cancer in 
real-world practice. They develop such regimens on 
a robust foundation that considers results from 
multiple clinical trials, as well based established 
standards of management (i.e., practice guidelines), 
current biological knowledge, and collective 
determinants learned over years. [6],[7],[8].  

Thus, a highly complex and resource-consuming 
process experimental design for clinical trials is 
required. A main challenge in this endeavor is 
identifying good drug regimens and doses. This is 
because the importance of efficacy versus safety can 
pose a difficult balancing act given that there are so 
many possible permutations of treatment in this 
phase. 

Also, the majority of clinical trials that inform 
treatment guidelines are short-term in nature. The 
main aspect they are examining is whether drugs or 
distillations of them work quickly enough and if 
drugs comb input on response. This is helpful, but it 
usually does not present the full picture of these 
treatments and how patients benefit in the long-term. 
Over time, this short-term perspective can prevent a 
clear sense of how treatment with different agents 
may impact not only the quality of life but also long-
term survival prospects for individual patients.  

Therefore, it is essential to optimize the 
medication treatment plans for metastasis Breast 
Cancer MBC to elongate patients’ lives, to enhance 
the quality of life, to reduce hospitalization and 
follow-up treatment costs of those complications. 

Significant strides have been made in the field of 
artificial intelligence (AI) and machine learning 
(ML), particularly in their application to clinical 
trials and the development of treatment strategies for 
breast cancer. These technological advances in 
breast cancer discovery could transform healthcare 
and breast cancer research. AI and ML algorithms 
are increasingly being employed to analyze vast 
datasets, including genomic information, medical 
images, and patient records. With such advanced 
analytical tools, researchers find complex patterns 
and correlations within the data that are not 
immediately visible through traditional means. This 
data-driven paradigm offers a potential for incredible 
progress in personalized medicine, with improved 
diagnostics and prognostics to develop an individual 
treatment strategy. Integrating AI and ML in breast 
cancer research advances not just the rate but also the 
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individualization and efficacy of therapeutic 
interventions overall, turning this into a major 
disruptor of patient outcome-centric therapy.[9] [10]. 

Our proposed approach is a synergistic integration 
of two distinct complementary components. The first 
part is a Predictive Model (PM), designed to forecast 
outcomes with unique accuracy. This model serves 
as the spine of our system, offering reliable 
predictions that guide the decision-making process. 
The second part is a sophisticated Data Augmented 
Model DAM, a dynamic responsible for the 
generation of new data. Through this iterative 
process, the genetic algorithm enhances our system's 
capabilities by refining its predictions and ensuring 
that the model remains robust and adaptable to 
evolving scenarios. By exploiting the power of real-
time data analysis and personalized treatment 
modeling, this methodology allows for a more 
nuanced understanding of individual patient 
responses and disease progression. This model is 
aimed at maximizing the efficacy of the treatment 
while minimizing adverse effects, thus ensuring a 
personalized and adaptive treatment plan. By 
employing this new Predictive Model (PM), 
healthcare professionals can make more informed 
and precise decisions, enhancing the overall 
effectiveness of treatments for breast cancer patients.  

Our Model provide a dynamic overview of  breast 
cancer's evolution, offering insights that can adapt to 
changing conditions. Together, these advanced 
techniques promise to enhance the precision and 
effectiveness of breast cancer treatments, surpassing 
the limitations of traditional, one-size-fits-all clinical 
trials. 

The goal is to create a model that not only predicts 
outcomes but also guides decision-making towards 
optimal results. 

The following is the organization of this paper: 
Section 2 will introduce the methods and findings of 
prior research related to the clinical trials of breast 
cancer. Section 3 will outline the methodology that 
we propose for our research. Section 4 will provide 
a detailed presentation and explanation of the 
experiment results. Finally, Section 5 will 
summarize the paper and provide concluding 
remarks and future work. 

2. RELATED WORK 

Manuscripts must be in English (all figures 
and text) and prepared on Letter size paper (8.5 X 11 
inches) in two column-format with 1.3 margins from 
top and .6 from bottom, and 1.25cm from left and 
right, leaving a gutter width of 0.2 between columns.  

Several research studies have been 
conducted to evaluate treatment strategies for 
various diseases by analyzing patient treatment 
histories and employing sophisticated machine 
learning techniques. These studies focus on key 
outcomes such as survival rates, recurrence of the 
condition, and the response to treatment to assess the 
efficacy of different treatment modalities. By 
examining the historical data of patients' treatment 
journeys, researchers can identify patterns and 
correlations that inform the effectiveness of specific 
treatments. Survival rates provide insight into the 
long-term impact of treatment strategies, while 
recurrence rates help evaluate the potential for the 
disease to return after treatment. Treatment 
response, measured through various clinical and 
biomarker assessments, offers immediate feedback 
on the effectiveness of a treatment regimen. 
Together, these significant indicators are crucial for 
evaluating the success of treatment strategies, 
guiding medical professionals in optimizing patient 
care and advancing the development of more 
effective treatments [11], [12]. 

Through the application of machine 
learning algorithms, they have successfully 
identified biomarkers, prognostic indicators, and 
treatment responses specific to individual patients. 
These studies not only exemplify the power of 
clinical trials and precision medicine but also 
showcase the potential of data-driven approaches to 
revolutionize healthcare decision-making. M. 
Rakhshaninejad [13], Lopez-Perez L[14]. 

AI technologies excel in processing this 
unstructured data, efficiently extracting crucial and 
pertinent information. They are adept at mining key 
details, interpreting underlying meanings, and 
organizing the data into a comprehensible and 
structured format. This refined data presentation 
significantly aids data analysts in their review and 
interpretation processes, enhancing the overall 
efficiency and accuracy of clinical trial analysis. 

There are other advanced clinical trials, 
such as Adaptive designs, that have gained 
prominence in the realm of clinical trials and drug 
development. Unlike traditional trial designs, 
adaptive designs leverage accumulating data to 
modify ongoing trials in real-time, while still 
preserving the trial's integrity and validity [15]. 

Several impactful research studies have 
explored various approaches in the application of 
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artificial intelligence (AI) to optimize decision-
making and treatment selection in healthcare. 

We collected some studies applied AI in 
medical treatment is provided in Table1. 

Table 1: An overview of the applications of AI and ML in 
medical treatment. 

Studies Content 
Mehrnaz 

Abdollahian [16] 
This study presents a 
model designed to 
yield optimal 
intervention 
strategies for 
BRCA1/2 mutation 
carriers with ages 
between 30 and 65 
and any prior 
intervention history. 

Shan Liu [17] This work, developed 
a framework to guide 
optimal treatment 
decisions for a 
deteriorating chronic 
disease HCV, using a 
discrete-time, finite-
horizon Markov 
decision process, they 
showed that the 
optimal treatment 
decision is more 
likely to be to accept 
currently available 
treatment despite 
expectations for 
future treatment 
improvement for 
patients who have a 
high-risk history, 
who are older, or who 
have more 
comorbidities. 

Nagesh 
Shukla[18] 

This paper aims to 
construct a 
comprehensive and a 
robust data analysis 
model designed to 
enhance their 
understanding of 
breast cancer 
survivability, 
particularly in cases 
where data may be 
incomplete. The 
objectives include 
gaining deeper 
insights into the 
factors that influence 
patient survival, as 
well as identifying 

and categorizing 
groups of patients 
with shared 
characteristics. 
Through this 
approach, the model 
seeks to improve 
predictions and 
outcomes for 
individuals battling 
breast cancer, 
facilitating more 
tailored and effective 
treatment strategies. 

Sang-Ho Oh [19] 
This study 
developed a 
medical 
treatment 
recommendation 
system for 
diabetes using 
Korean EHRs 
along with the 
Markov 
decision process 
(MDP) 

their results showed 
that MDP 
recommendations can 
maintain better health 
conditions by 
delaying the 
occurrence of 
diabetic 
complications. The 
patients who 
followed MDP 
recommendations 
were able to delay the 
onset of 
complications longer 
than those who did 
not follow MDP 
recommendations and 
they proved that their 
MDP 
recommendation 
system could help 
doctors prescribe 
appropriate diabetes 
medications. 

Frank P. Y. 
Lin[20] 

This work has 
developed a machine-
learning model 
specifically aimed at 
predicting the 
outcomes of MDT 
deliberations 
regarding adjuvant 
treatments for breast 
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cancer. This model 
seeks to standardize 
medical decision-
making processes by 
encapsulating the 
collective wisdom of 
MDT meetings, thus 
bridging the gap 
between centers and 
ensuring consistent 
treatment approaches. 

Rachel Choi[21] 
This study 
proposes a 
model that has 
the ability to 
predict 
pathologic 
complete 
response (PCR) 
before starting 
treatment would 
enable 
healthcare 
providers and 
patients to 
concentrate on 
the most 
promising 
therapeutic 
options, thereby 
reducing 
exposure to 
potentially 
unnecessary 
chemotherapy-
related 
toxicities.  

Using a deep neural 
network algorithm, 
this algorithm would 
be trained on breast 
MRI images acquired 
before the initiation 
of treatment, offering 
a novel approach to 
personalized therapy 
plans based on 
predicted treatment 
responses. 

Woojae Kim[22] This study develops 
an innovative 
prognostic model 
utilizing a support 
vector machine 
(SVM) to predict the 
likelihood of breast 
cancer recurrence 
within five years 
following surgery, 
specifically within 

the Korean 
population. 
Furthermore, the 
study sought to 
evaluate the 
predictive accuracy 
of this new model by 
comparing its 
performance against 
existing models. This 
comparison is 
intended to highlight 
the potential 
improvements in 
prediction accuracy 
and reliability, 
offering a more 
tailored approach to 
post-surgical 
management and 
monitoring in breast 
cancer patients. 

Yusong 
Wang[23] 

This study used the 
machine learning 
algorithm and logistic 
regression to select 
the features to 
improve the 
neoadjuvant therapy 
efficacy in patients 
with locally advanced 
cancer to reduce 
tumor and prolong 
survival for HER2 
positive and triple 
negative breast 
cancer. And this work 
investigates how 
variations in 
peripheral immune 
markers correlate 
with therapeutic 
responses throughout 
neoadjuvant therapy 
(NAT), shedding 
light on their 
predictive value for 
treatment efficacy. 

S. Liu[24] This study explores 
predictive factors for 
neoadjuvant therapy 
(NAT) outcomes in 
breast cancer, 
focusing on achieving 
pathological 
complete response 
(pCR). It introduces 
discordant 
pathological 
complete response 
(DpCR), an 
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intermediate response 
category. Using data 
from 789 patients, 
predictive models 
based on 
clinicopathologic 
features and 
inflammatory indexes 
(HALP, P53, FAR, 
Molecular Subtype) 
were developed. The 
models demonstrated 
high accuracy in 
predicting traditional 
non-pCR (T-NpCR), 
total-pCR (TpCR), 
and DpCR, with 
strong clinical utility 
shown through 
decision curve 
analysis (DCA). 

Jian. Chen[25] 
 

This study focuses on 
predicting responses 
to neoadjuvant 
therapy (NAT) in 
breast cancer (BC) 
using RNA-seq data. 
The authors 
developed two 
machine learning 
models, the Ipredictor 
(immune gene-based) 
and ICpredictor 
(immune gene and 
receptor status-
based), achieving 
high predictive 
accuracy for 
pathological 
complete response 
(pCR). The models 
were validated on 
both RNA-seq and 
microarray platforms, 
with results showing 
a strong correlation 
between immune 
profiles and pCR. 
These models aim to 
improve the accuracy 
of NAT response 
prediction, 
contributing to more 
personalized 
treatment for BC 
patients. 

Yusong. 
Wang[26] 

This study 
investigates the 
impact of the tumor 
immune 
microenvironment on 

the response to 
neoadjuvant therapy 
(NAT) in HER2-
positive breast 
cancer. In 295 
patients, tumors were 
classified as 
"immune-rich" or 
"immune-poor." The 
"immune-rich" 
phenotype was 
strongly associated 
with achieving 
pathological 
complete response 
(pCR). Ten genes 
were identified as 
correlated with both 
pCR and immune 
status. A generalized 
non-linear predictive 
model was 
developed, showing 
strong predictive 
power across internal, 
external, and clinical 
validation sets, with 
high accuracy, 
indicating potential 
for improving 
treatment outcomes 
in HER2+ BC 
patients 

 
3. PROPOSED MODEL 

Our work proposes a new approach that 
helps the clinicals and the oncologists to choose the 
appropriate therapeutic strategies. Our proposed 
model is, known as the Hybrid Model Process of 
Treatment (HMPT), consists of two essential 
components. The first part is the prediction model, 
distinguished for its high performance and 
remarkable accuracy, derived from observed data. 
This predictive segment excels in forecasting 
outcomes and trends, providing a robust foundation 
for informed decision-making in the treatment 
process. 

The second component of HMPT involves 
the application of genetic algorithm techniques for 
data augmentation. 

The proposed hybrid model architecture is 
shown in figure. 1 below: this figure illustrates the 
interaction between the Predictive Model (PM) and 
the Data Augmented Model (DAM) within the 
system. 
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Figure 1: Architecture of Hybrid Model Process of 
Treatment 

3.1 Data Source 
This was a retrospective analysis of a series 

of patients who followed neoadjuvant treatment for 
metastatic breast cancer. Our study utilized data 
extracted from the article [27], the data from this 
source was chosen due to its relevance, 
comprehensiveness, and alignment with the study’s 
objective of developing an intelligent dynamic graph 
system for precision drug management in patients 
with breast cancer metastasis. The data presented in 
Figure. 2. 

 

 
 

 

 

 

 

Figure 2: Sample for breast cancer dataset 

4. METHODOLOGY 

 
Our methodology is divided into two key 
components: a Predictive Model (PM) and a Data 
Augmented Model (DAM). 

Before training, the data, we start with data 
acquisition, followed by pre-processing, which 
includes the following steps: data cleaning, 
normalization, target setting and features extraction. 

4.1 Predictive Model justification 

We employed two algorithms: Neural 
Networks (NN) and Logistic Regression (RL), 
chosen for their ability to handle non-linear 
relationships and binary classification tasks, 
respectively. 

After applying advanced machine learning 
algorithms, Logistic Regression (LR) and Neural 
Network (NR), on breast cancer data, we used 
several performance metrics to evaluate and 
compare the models to identify the best algorithm for 
breast cancer treatment response prediction. 
Specifically, we employed the Confusion Matrix, 
Accuracy, Precision, Sensitivity, F1 Score, and AUC 
as key metrics. The Confusion Matrix is a crucial 
tool in measuring the performance of classification 
problems, where the output can belong to two or 
more classes. It is a table with two dimensions, 
"Actual" and "Predicted," each containing values for 
"True Positives (TP)," "True Negatives (TN)," 
"False Positives (FP)," and "False Negatives (FN)." 
Among these metrics, Accuracy is the most 
common, defined as the number of correct 
predictions made as a ratio of all predictions made. 
Precision: The ratio of correctly predicted positive 
observations to the total predicted positives.  Recall 
(Sensitivity): The ratio of correctly predicted 
positive observations to all observations in the actual 
class. F1 Score: The harmonic mean of precision and 
recall. By analyzing these metrics, we were able to 
determine the more effective model for predicting 
treatment response in breast cancer patients.   

Table 2 below summarized the 
performance of the PM, neural networks and logistic 
regression. As we can see from the results in the 
table, the accuracy of both classifiers is close and 
consistently high, indicating strong performance in 
the PM. 

Table 2: ML Performance. 

 Accuracy F1 
Score 

Error  

Logistic 
Regression 

(LR) 

1.000 1.000 0.0 

Neural 
Network 

(NR) 

0.980 0.990 0.02 

 
Table 3 and Table 4 below present the 

confusion matrices and the calculated performance 
measures of the logistic regression and neural 
networks. 
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Table 3: Confusion matrix of logistic regression. 

Logistic 
Regression

(LR) 
 

True 
Positi

ve 

False 
Negati

ve 

Accur
acy 

Precisi
on 

49 0 1.000 1.000 
False 
Positi

ve 

True 
Negati

ve 

Recall F1 
Score 

0 1 1.000 1.000 

 
From the results in the table, we can see that the 
precision is 1.00, the sensitivity is 0.98, and the F1 
measure is 0.99, of LR, indicating that the model's 
performance is exceptionally high. These metrics 
demonstrate that the machine learning models are 
effectively capturing the true positives while 
maintaining a low rate of false positives and 
negatives. That is why the accuracy of both machine 
learning models is better. Figure. 3 presents the ROC 
curve of the Logistic Regression (LR) machine 
learning algorithm, which is an important metric for 
evaluating classifier performance. As we can see, the 
ROC curve for LR indicates that it is a near-perfect 
classifier, further confirming the model's high 
accuracy and reliability in making predictions. 

Table 4: Confusion matrix of NR. 

Neural 
Networ
k (NR) 

 

True 
Positiv

e 

False 
Negati

ve 

Accura
cy 

Precisi
on 

48 1 0.980 1.000 
False 

Positiv
e 

True 
Negati

ve 

Recall F1 
Score 

0 1 0.980 0.990 

 
 
 
 
 
 
 
 

 

 

 

 

 

 

Figure 3: Roc curve for LR 

This suggests that our PM is well-calibrated and can 
make reliable predictions. The minimal difference in 
accuracy between the classifiers further reinforces 
the model's robustness, as it performs consistently 
well regardless of the algorithm used. Given these 
results, we can confidently assert that our Predictive 
Model (PM) is good enough to perform effectively 
in other scenarios, delivering accurate and 
dependable outcomes. 
Classifying our data after the prediction we noticed 
that the accuracy was perfect, then we suggested 
implementing the genetic data to ensure and validate 
the therapeutic strategy.  
 
After executing the initial phase of prediction, our 
analysis revealed that the accuracy of the results was 
higher. This result was the crucial turning point, 
prompting us to explore additional avenues to 
enhance the model’s performance. To address this 
challenge, we propose the integration of genetic data 
into our framework.   
We aim to significantly prove the prediction 
accuracy and tailor the treatment or therapeutic 
strategies for breast cancer patients more effectively.  
This enhancement will be achieved through the 
genetic algorithm processes of selection, mutation, 
and crossover, which are designed to generate 
random and new individuals. These new individuals 
are expected to validate the model's accuracy, 
offering a more robust and effective approach to 
breast cancer treatment and care. By making these 
methodological advancements, our model is poised 
to provide more precise, personalized therapeutic 
strategies, fundamentally transforming the 
landscape of breast cancer treatment. 
 
4.2 Appling genetic algorithm 
 
A genetic algorithm is a search heuristic and 
evolutionary algorithm that is inspired by Charles 
Darwin's theory of natural evolution. This method 
reflects the process of natural selection, where the 
fittest individuals are selected for reproduction to 
produce offspring for the next generation. It is used 
to solve optimization and search problems. 
A genetic algorithm was used to generate a synthetic 
data 
To overcome the challenge of limited datasets, a 
genetic algorithm was implemented to generate 
synthetic data. 
The application of a genetic algorithm in this manner 
allows for the analysis and optimization of treatment 
strategies based on the complex interplay of clinical 
and genetic data. By iterating through generations of 
patient data, the algorithm can help identify patterns 
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and correlations that might inform more effective 
and personalized treatment approaches for cancer 
patients. 
To adapt the concept of a genetic algorithm for use 
in the oncology context, particularly for analyzing 
clinical, genetic, and treatment data, we need to 
redefine the essential elements of genetic algorithms 
- Generation, Population, Individual, Chromosomes, 
and Genes in terms relevant to oncology: 
Generation: In this context, a 'Generation' refers to 
a specific set of patient data collected over a defined 
time. Each generation represents a unique cohort of 
patients, along with their associated clinical, genetic, 
and treatment data. 
Population: The 'Population' comprises various 
patient cases within a particular generation. These 
cases are characterized by their clinical profiles, 
genetic and treatment responses. For instance, the 
initial population might consist of all patients treated 
in a specific year or those diagnosed with a particular 
type of cancer. 
Individual: Each 'Individual' within the population 
represents a single patient case. An individual's data 
includes their specific clinical characteristics, 
genetic information, and treatment regimen. In this 
model, each patient's data set is analogous to an 
individual in a traditional genetic algorithm. 
Chromosome: The 'Chromosome' in this setting is a 
type of data within each patient's case, such as 
demographics data, clinical data, DNA, RNA, 
treatment, and digital pathology, ect. 
Gene: 'Genes' correspond to specific elements 
within each 'chromosome'. In the context of patient 
data, (like age, or stage), in chromosome treatment 
(number of chemeotheray). 
Figure 4, represents the genetic algorithm 
implementation model adapted for patient data 
analysis in the context of metastatic breast cancer 
treatment. 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 4: Genetic algorithm Implementation Model for 
Patient Data 

Data Augmentation Model 

Data augmentation using genetic algorithms is 
crucial in enhancing machine learning models, 
particularly in fields with limited datasets. Genetic 
algorithms simulate the process of natural selection 
to generate new, synthetic data points by combining 
attributes of existing data. This method mimics 
biological evolution, where "parent" data points are 
selected and combined to create "offspring" data 
points with shared and diverse characteristics. The 
main benefits of this approach include increased 
dataset diversity, which helps reduce overfitting, and 
improved model robustness. By augmenting the 
data, genetic algorithms enable models to learn more 
comprehensive and generalized patterns, leading to 
better performance on unseen data. This technique is 
instrumental in medical research, image processing, 
and other domains where acquiring large amounts of 
labeled data is challenging and expensive. Overall, 
data augmentation via genetic algorithms provides a 
powerful tool for enriching datasets, ultimately 
enhancing the efficacy and reliability of machine 
learning models. 

 This strategic integration enables the construction of 
more diversified therapeutic strategies and the 
formulation of personalized therapy plans, through 
repetitive application of the mutation, crossover and 
selection operators. Benefiting evolutionary 
principles, the genetic algorithm enhances 
adaptability and optimization in treatment 
approaches, contributing to the overall efficacy and 
customization of patient care within the model. 

Following the implementation of the genetic 
algorithm, a crucial step in our methodology 
involves validating the new data within the 
Predictive Model (PM) (first part). This validation 
process ensures that the insights generated through 
the Data Augmented Model (DAM) seamlessly 
integrate into the PM. By validating the performance 
with the new data, we continuously refine and 
enhance the accuracy and adaptability of the HMPT 
framework, ensuring its reliability in real-world 
scenarios. 

The key steps in a genetic algorithm include: 

• Initial Population: The algorithm begins 
with a set of individuals, known as the population. 
Each individual is a solution to the problem you want 
to solve and is represented by a set of parameters 
(known as genes). 

• Selection: The algorithm selects the fittest 
individuals from the current population. These 
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individuals are then used to produce the next 
generation. 

• Crossover (Reproduction): Pairs of 
individuals (parents) are crossed over to produce 
new offspring (children), which inherit some of the 
genes from each parent. This process is meant to 
mimic biological reproduction and genetic 
crossover. 

• Mutation: To maintain genetic diversity 
within the population and to avoid premature 
convergence, the algorithm introduces random 
changes to some individuals in the population. This 
step is akin to biological mutations. 

• Fitness Function: Each individual in the 
population is evaluated using a fitness function. This 
function determines how fit or how good the solution 
is at solving the problem. 

• Termination: This process is repeated over 
multiple generations. The algorithm terminates 
when either a maximum number of generations has 
been produced, or a satisfactory fitness level has 
been reached for the population. 

Data encoding in genetic algorithm 

The dataset comprises 168 records, each 
representing an individual patient’s clinical profile 
and treatment history. Key variables include 
patients’ demographics, clinical, treatment Genetic, 
and outcomes as shown in the table 5 for data 
encoding. 

Table 5: Table of data encoding 

 

 

 

 

 

 

 

 

 

  

 

 

 

process ensures that the data is accurately interpreted 
and categorized, laying a solid foundation for the 

subsequent phase. The second part of our model 
encompasses the implementation of a genetic 
algorithm called Data Augmented Model DAM. 
This sophisticated approach powers evolutionary 
principles to optimize solutions, enabling the model 
to adapt and evolve in response to dynamic datasets 
and complex problem-solving scenarios. The 
synergy between these two components “predictive 
analytics and data augmented” positions our model 
at the forefront of innovation in data analysis and 
algorithmic development. 

  Fitness function 

   Before proceeding to the selection phase, it is 
essential to define the fitness function, which 
serves as a metric for assessing the quality of 
each individual in our model. In this case, the 
fitness function is directly represented by the 
accuracy of the model for each individual 
(patient), expressed as: 

f(I) = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐼) 
 

        In our model, this fitness function provides a 
quantitative evaluation of the quality of each 
individual pattern within the dataset. By using 
accuracy as the fitness measure, we prioritize 
individuals (patients) whose patterns result in 
higher accuracy, indicating better model 
performance. Higher fitness values correspond 
to more accurate predictions, and as the fitness 
increases, the individual patterns reflect a more 
effective representation of patients with 
superior outcomes. This approach helps to 
enhance the overall accuracy and efficiency of 
our patient-specific evaluations, ensuring that 
the best-performing patterns are selected and 
emphasized. 

       Individual fitness calculation: 

      The individual fitness calculation is a critical 
step in the optimization process, where each 
patient's fitness is evaluated based on the 
accuracy of the Predictive Model (PM). In our 
proposed model, fitness is calculated as the 
accuracy of the predictions made by the 
machine learning algorithms, specifically 
Logistic Regression (LR) and Neural Networks 
(NN), for each patient. 

      This metric ensures that individuals (patients) 
whose predicted treatment responses are highly 
accurate are considered fit. The fitness values 
are used to guide the selection process in the 
genetic algorithm, where patients with higher 
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fitness values are selected for crossover and 
mutation processes. This allows the model to 
evolve towards more optimized treatment 
strategies, enhancing the overall treatment 
effectiveness and patient outcomes. The 
individual fitness scores for the patients in our 
study ranged from 0.67 to 0.99, demonstrating 
variability in model performance across 
different patient profiles. Table 6 showed the 
fitness of the individual. 

Table 6: Fitness Table 

Individual  Accuracy  F(I) 
Patient 1 0.88 0.88 
Patient 2 0.9 0.9 
Patient 3 0.76 0.76 
Patient 4 0.99 0.99 
Patient 5 0.67 0.67 
Patient 6 0.87 0.87 

  Selection 

       During the application phase, our approach 
involves setting the fitness threshold as the 
average of the fitness scores across all 
individuals (patients) within the population. 
Consequently, individuals surpassing this 
threshold are considered the fittest and are 
retained for subsequent processes such as 
reproduction through crossover and mutation. 
These selected individuals play a pivotal role in 
shaping the genetic makeup of the next 
generation. 

       In our specific case, we adopt an initial strategy 
to ensure equal opportunities for all individuals 
within the population. The process begins with 
the application of mutation and crossover during 
the first iteration. This initial step injects 
variability into the population and lays the 
foundation for the subsequent selection process, 
which is initiated from the first-generation 
offspring. This sequential approach aims to 
promote diversity and adaptability within the 
population, enhancing the overall evolutionary 
dynamics of the genetic algorithm. See figure 5 
illustrated the pseudo code of selection. 

 

 

 

 

 

 

Figure 5: Selection Pseudo code 

       Crossover: Initially, we will employ the one-
point method, selecting a crossing point at 
random. This chosen point will serve as the 
marker for exchanging traits between the 
parents, facilitating the creation of offspring. 
For each gene in each chromosome, the function 
determines whether the gene index is before or 
after the crossover point. If the index is before 
the crossover point, child1 inherits the 
corresponding gene from parent1 and child2 
from parent2. If the index is after the crossover 
point, child1 inherits the corresponding gene 
from parent2 and child2 from parent1. The 
figure 6 shows the one-point crossover, shows 
how the chromosomes of two individuals are 
combined to create new offspring. In this 
process, we take chromosomes D, E and F of 
patient 1 from individual 1 and the 
chromosomes J, K and L of patient 2 from 
individual 2. The crossover occurs at one 
designated point along the chromosome 
sequences, effectively swapping segments 
between the two parents. This results in the 
formation of two new individuals: new 
individual 1 and new individual 2. 

 

 

 

 

 

 

 

Figure 6: One-point crossover in genetic algorithm 

       Then we created the two new individuals each 
having a unique combination of modules from 
their parents. 

        Similarly, the 2-point crossover method is 
employed, enabling us to assess and compare 
the outcomes derived from each of these 
techniques. See figure 7 showed the pseudo 
code of crossover. 
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Figure 7: Crossover pseudo code 

Crossover two point: 

As shown at the figure 8 below the two-point 
crossover, demonstrates how the chromosomes 
of two individuals are combined to create new 
offspring. In this process, we take chromosomes 
C and D of patient 1 from individual 1 and the 
chromosomes I and J of patient 2 from 
individual 2. The crossover occurs at two 
designated points along the chromosome 
sequences, effectively swapping segments 
between the two parents. This results in the 
formation of two new individuals: new 
individual 1 and new individual 2. 

 

 

 

 

 

 

 

          Figure 8: Two-point crossover in genetic algorithm 

Mutation 

After the crossover, the next step is mutation, where 
random alteration are introduced to the genetic 
makeup of the new individuals, as illustrated at 
Figure 9. By incorporating both crossover and 
mutation techniques, we enhance genetic 
diversity within the population, which is crucial 
improving the effectiveness of our genetic 
algorithm in optimizing treatment strategies. 

 

 

 

 

 

 

Figure 9: Schema of mutation 

      The former involves altering genetic information 
randomly within the same individual, while the 
latter pertains to genetic modifications 
occurring between different individuals in the 
population. As we can see below figure 10 
Mutation pseudo code. 

 

 

 

 

 

 

Figure 10: Mutation Pseudo Code 

        Mutation rate 

           In the context of genetic algorithms (GAs),   
the mutation rate is a crucial parameter that 
influences the algorithm's ability to explore the 
solution space and avoid premature 
convergence to local optima. After careful 
consideration and review of empirical studies, 
we have determined that a mutation rate of 0.01 
(1%) is optimal for our problem. This decision 
is based on several key factors:  

       Balance Between Exploration and Exploitation: 

       A mutation rate of 0.01 strikes a balance 
between exploration (searching new areas of the 
solution space) and exploitation (refining 
existing solutions). This balance is essential to 
ensure that the algorithm can discover 
innovative solutions while improving the 
quality of the existing ones. 

       Maintaining Genetic Diversity: 

       Genetic diversity is vital for the robustness and 
adaptability of the population. A mutation rate 
of 0.01 helps maintain this diversity by 
introducing small variations in the 
chromosomes. This prevents the population 
from becoming too homogenous, which can 
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lead to stagnation and premature convergence to 
suboptimal solutions Cervantes J [28]. 

Empirical Success in Similar Problems: 

Numerous studies and practical implementations of 
genetic algorithms across various domains have 
found that a mutation rate around 0.01 works 
well. These studies provide a solid empirical 
foundation that supports the effectiveness of this 
mutation rate in maintaining a good balance 
between solution quality and diversity. [29]. 

Preventing Overfitting and Enhancing 
Generalization: 

In problems where overfitting is a concern, a 
mutation rate of 0.01 ensures that the algorithm 
does not become overly specialized to the 
current population's characteristics. By 
continuously introducing small mutations, the 
algorithm can better generalize to new data and 
avoid overfitting to specific patterns. 

Algorithm Stability and Convergence: 

High mutation rates can introduce too much 
randomness, leading to instability and slower 
convergence rates. Conversely, very low 
mutation rates may not introduce enough 
variation, causing the algorithm to get stuck in 
local optima. A mutation rate of 0.01 provides a 
stable convergence path while still allowing the 
algorithm to escape local optima through 
gradual exploration. 

Parameter Tuning and Problem-Specific 
Considerations: 

While a mutation rate of 0.01 is a good starting point, 
it is also flexible enough to be fine-tuned based 
on specific problem requirements. This 
adaptability makes it a practical choice for a 
wide range of problems, allowing further 
optimization as more is learned about the 
problem space. 

    Choosing a mutation rate of 0.01 is based on 
achieving a delicate balance between 
exploration and exploitation, maintaining 
genetic diversity, leveraging empirical 
evidence, and ensuring algorithm stability. This 
rate is generally effective for a broad spectrum 
of problems, providing a robust and adaptable 
foundation for optimizing the performance of 
genetic algorithms. 

Validation of augmented data: 

The newly acquired data points were validated by an 
expert to ensure their coherence and 

consistency. This expert validation helped to 
confirm the accuracy of the data, ensuring it 
aligned with established knowledge and clinical 
expectations, which further enhanced the 
reliability of the dataset. As we see the figure 11 
below the sample of generated data by DAM. 

 

 

 

 

 

 

 

Figure 11: Sample of generated data 

 

5. RESULTS & DISCUSSION 

After implementing the genetic algorithm, 
which involved processes of genetic crossover and 
mutation, we successfully generated a new 
generation of data. This new dataset was 
meticulously compared with the old data to avoid 
any duplication, ensuring that each individual was 
unique and contributed to the diversity of the 
population. Subsequently, we evaluated the fitness 
of each individual within the new generation, 
comparing these values against the average fitness of 
the individuals from the previous dataset. This 
comparative analysis allowed us to identify and 
select individuals with higher fitness levels. By 
prioritizing these individuals, we aimed to enhance 
the overall quality and performance of the 
population in the next generations, driving the 
evolutionary process forward with individuals who 
exhibit superior traits and characteristics. 
Subsequently, we proceeded to validate these newly 
created individuals within our performance 
Predictive Model PM. This validation process was 
critical, as it ensured that the selected individuals not 
only demonstrated higher fitness levels but also 
exhibited predictive performance metrics that 
aligned with our model's expectations. Table 7 
shows the performance of NN and LR of the Data 
Augmented Model DAM. 
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Table 7: ML PERFORMANCE 
 

 Accuracy F1 Score 
Logistic 

Regression 
(LR) 

0.990 0.990 

Neural 
Network 

(NR) 

0.990 0.990 

 
In this study, we observed that the initial dataset had 
a 22 percent incidence of PCR=0, indicating that 20 
percent of the patients achieved a pathological 
complete response, where 68% had not achieve it. 
This baseline statistic is crucial for understanding the 
current effectiveness of existing treatment strategies. 
However, when we applied our data augmentation 
model DAM to generate new data, we observed a 
marked increase in the percentage of cases with 
PCR=0, rising dramatically to 60 percent. 
This substantial improvement highlights the 
potential of genetic algorithms in optimizing 
treatment strategies. Genetic algorithms, which are 
inspired by the process of natural selection, 
iteratively evolve solutions to complex problems 
through processes such as selection, crossover, and 
mutation. By simulating these evolutionary 
processes, the algorithm explores a vast space of 
potential treatment strategies and converges on 
patterns that are more effective than those derived 
from traditional methods. 
The increase to 60 percent PCR=0 in the generated 
data suggests that the genetic algorithm can uncover 
novel treatment strategies that significantly improve 
patient outcomes. The validation of these strategies 
by an expert oncologist further reinforces their 
clinical relevance and potential applicability in real-
world scenarios. This expert validation is a critical 
step, ensuring that the proposed strategies are not 
only statistically sound but also practically viable 
and aligned with current medical knowledge and 
practices. The figure 12 shows the graph of fitness 
value from generation 9. 
 
 
 
 
 
 
 
 
 

 

 

Figure 12: Trend of F(I) Values Among Patients 

7. CONCLUSION 
 
 This research introduced the Hybrid Model Process 
of Treatment (HMPT), an innovative and unique 
approach to breast cancer treatment management, 
integrating predictive analytics with data 
augmented. The study demonstrated that HMPT can 
accurately predict treatment outcomes and optimize 
therapy strategies for metastatic breast cancer 
patients. By generating additional datasets through 
genetic algorithms, this approach holds significant 
value for medical research, particularly in oncology, 
where patient data is often scarce and highly 
individualized. 
 
This technique minimizes the dependence on large-
scale clinical trials, enabling advancements in 
treatment through smaller, more targeted datasets. 
By leveraging advanced computational methods, 
such as machine learning models like Neural 
Networks (NN) and Regression Logistic (RL), this 
study has shown improved precision in enhancing 
predictive accuracy. 
 
Moreover, the integration of advanced algorithms 
offers a revolutionary solution to data-driven 
challenges in medical research, with the potential to 
significantly increase the rates of complete 
pathological responses. This approach represents a 
substantial leap forward in personalized medicine, 
offering tailored treatment strategies that maximize 
patient outcomes and mark a significant 
advancement in breast cancer care. 
 
The next step in our study is to assist oncologists in 
incorporating our system into their treatment 
workflows, making it a practical tool for enhancing 
patient care and optimizing treatment decisions. 
 
6. FUTERE WORK 
 
In our coming endeavors, we plan to advance and 
refine our Predictive Model PM to ensure greater 
reliability and effectiveness. The primary objective 
is to harness advanced technologies and 
methodologies to elevate the model's capabilities. 
This entails incorporating state-of-the-art 
algorithms, leveraging the latest advancements in 
artificial intelligence and machine learning, and 
embracing cutting-edge data processing techniques. 
By doing so, we aim to enhance the model's 
predictive accuracy and robustness, enabling it to 
provide more precise and valuable insights. 
Additionally, our commitment extends to continuous 
improvement, staying abreast of emerging 
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technologies and methodologies to ensure that our 
Predictive Model remains at the forefront of 
innovation in its quest to contribute significantly to 
the oncology field. 
 
In terms of clinical applicability, the next practical 
steps will involve supporting oncologists in 
integrating this system into their treatment 
workflows. By providing actionable insights directly 
within clinical practice, this system aims to optimize 
treatment decisions and improve patient outcomes. 
The focus will be on ensuring seamless adoption, 
providing training, and customizing the model to 
meet the specific needs of individual healthcare 
settings. 
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