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ABSTRACT 
 

Parkinson's disease (PD) is a common neurological illness that emphasizes how important it is to identify 
symptoms early for effective treatment. The primary cause of Parkinson's disease is the gradual 
degeneration of dopamine-producing neurons in the brain. This study looks into the application of machine 
learning models for PD recognition, including XGBoost, CatBoost, Decision Tree, Random Forest, K-
Nearest Neighbours, and LightGBM. Parkinson's disease is very common, which emphasizes how 
important it is to diagnose the condition early and begin treating it quickly. The robustness of the model is 
enhanced by Logistic Regression, KNN, Decision Tree, Random Forest, CatBoost, and XGBoost; 
nonetheless, LightGBM outperforms the other models with an accuracy rate of 96.52%. This work not only 
provides a valid method for diagnosing Parkinson's disease early on, but it also sheds light on the potential 
for combining several machine learning models to improve diagnostic performance, which will ultimately 
lead to improvements in neurology and personalized medicine. 

Keywords:  Machine Learning Models, Diagnostic, Health care, KNN 
 
 
1. INTRODUCTION 

 
Parkinson disease (PD) is a degenerative 
neurological disorder that largely affects the motor 
system. It is a continuous condition. The 
progressive loss of dopamine-producing brain 
neurons is the hallmark of the disorder. People who 
have Parkinson's disease (PD) may therefore have a 
range of motor symptoms, including bradykinesia 
(slowed movements), tremors, rigidity, and postural 
instability. The illness has a substantial negative 
influence on the quality of life of those who are 
afflicted since it gradually reduces their capacity to 
carry out everyday tasks and might result in 
complications like falls and communication 
problems. The possibility of early intervention and 
individualized treatment makes PD diagnosis and 
prediction crucial. 
 
Fast implementation of treatment approaches and 
medical interventions, which helps with symptom 

management and delays the progression of disease, 
is made possible by the prompt diagnosis of 
medical diseases. Precise forecasting assists 
medical professionals in customizing treatment 
plans to meet the unique requirements of every 
patient, thereby enhancing their general well-being. 
Machine learning techniques offer an objective and 
effective replacement for conventional methods in 
prediction and diagnosis. They do this by analyzing 
a range of physiological and neurological 
characteristics. This prediction ability holds great 
promise for improving patient outcomes and more 
potent medical interventions by advancing our 
knowledge of and ability to treat Parkinson's 
disease. 
 

1.1 Motivation 

 
Anticipating Parkinson's disease is encouraged 
because it has the ability to significantly alter early 
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detection and intervention, which will have an 
impact on patient outcomes and healthcare delivery 
strategies. Because Parkinson's disease is a 
degenerative condition, early detection is essential, 
particularly in cases when symptoms are mild. 
Early diagnosis enables the timely implementation 
of customized treatment plans, which improves the 
effectiveness of symptom management treatments 
and may even stop the progression of the illness. 
Accurate forecasting also makes it possible to 
allocate healthcare resources more effectively, 
which eases the burden on both patients and the 
healthcare system. Improving diagnosis accuracy is 
the aim of applying predictive models, especially 
machine learning, which will usher in a new era of 
proactive and individualized healthcare procedures. 
Enabling early identification and diagnosis is the 
main goal of Parkinson's disease detection through 
the use of cutting-edge technologies like machine 
learning. Early detection is crucial for timely 
intervention and the development of customized 
treatment plans, which help to reduce the disease's 
negative effects on a person's quality of life. The 
objective is to use predictive models to improve 
diagnosis accuracy and efficiency. This would 
improve patient care, allow doctors to treat patients 
more precisely, and potentially even stop 
Parkinson's disease from progressing. The ultimate 
objective is to enhance patient outcomes to 
facilitate a more effective and preemptive response 
to this neurodegenerative disease. 
The main objective of applying machine learning to 
detect Parkinson's disease is to develop a reliable 
and accurate predictive model. This model uses a 
range of machine learning techniques, including 
Decision Tree, Random Forest, K Nearest 
Neighbors, and Logistic Regression, in addition to 
ensemble models like XGBoost, CatBoost, and 
LightGBM. The objective is to investigate 
neurological and physiological factors in order to 
identify intricate patterns associated with 
Parkinson's disease. Achieving high classification 
accuracy is the main objective in order to provide 
early diagnosis, quick detection, and customized 
treatment plans. By utilizing machine learning 
techniques, this initiative seeks to enhance the 
quality of life for those with Parkinson's disease 
and give medical professionals a trustworthy 
diagnostic tool. 

. 
Modern methods for enhancing the precision of 
early Parkinson's disease identification are 
examined in this work, with a focus on machine 
learning models that employ features extracted 
from speech signals. An in-depth understanding of 

the efficacy of various algorithms and ensemble 
models in sickness prediction is obtained through 
their investigation. The primary objective of the 
research is to provide important insights into 
objective, non-invasive methods for Parkinson's 
categorization. These methods have the potential to 
transform clinical procedures by offering more 
accurate, readily available diagnostic instruments. 
This breakthrough could significantly impact 
healthcare by improving Parkinson's disease early 
diagnosis and treatment on a large scale.  

2. LITERATURE REVIEW 

 
       A telemedicine method for early Parkinson's 
disease (PD) identification utilizing audio data was 
presented by Aditi Govindu et al.The study 
examined the difficulties with speech and mobility 
that people with Parkinson's disease (PD) face. It 
did this by analyzing MDVP audio data from thirty 
PD patients as well as a control group of healthy 
persons. Different machine learning models were 
used for PD detection during the training phase. 
With a sensitivity of 0.95 and an astounding 
accuracy of 91.83%, Random Forest was very 
effective. Additionally, in order to determine and 
choose critical speech modes for Parkinson's 
disease (PD) identification, the study used Principal 
Component Analysis (PCA) on 22 features. With 
the use of this analytical technique, the study was 
deeper and the aspects of the audio data linked to 
the diagnosis of Parkinson's disease were better 
understood [1]. 

 
Parkinson's syndrome is a degenerative disease that 
affects dopamine neurons in the brain, impairing 
motor activities and presenting symptoms including 
tremors and stiffness. This work explores the 
identification of Parkinson's disease using machine 
learning, with a particular emphasis on the 
XGBoost algorithm. In applied machine learning, 
XGBoost is a well-known and effective algorithm 
that prioritizes speed and overall performance. The 
emphasized model in this study uses voice data 
analysis to detect Parkinson's disease (PD) with an 
effectiveness of 73.8%. Glenda M. Halliday, 
Nichola Blauwendraat, and R. Das's additional 
research highlights the incorporation of machine 
learning in predicting Parkinson's disease (PD) 
development by employing speech analysis and 
serum cytokines. [2] 
In Investigating cutting-edge methods of managing 
Parkinson's disease (PD) is essential for 
maximizing drug delivery and closely observing 
motor decline. This review explores research 
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collaborations with a focus on technology for 
remote monitoring. When the study first 
concentrated only on patients changing their 
medications, it was able to classify deteriorating 
gait sequences in this subset (Group 1) with 72% 
accuracy. Experiments on individuals showed 
differences that were impacted by the quantity and 
combination of variables, indicating possible 
customized models for complex insights. A 
consistent trend was seen across five influential 
characteristics, notwithstanding individual 
variances. When compared to ideal treatment 
periods, patients experiencing medication 
modifications consistently showed reduced gait 
speed, lower foot clearance, and shorter swing 
phase durations during deterioration periods. 
The observed deterioration in gait quality is 
consistent with earlier research findings. By using a 
logistic regression classifier, the joint study was 
able to identify motor impairment during drug 
optimization with an astounding 92% accuracy rate. 
The review emphasizes the value of a 
comprehensive gait examination by pointing out 
particular factors that are associated with less-than-
ideal pharmacotherapy. This all-encompassing 
method, which incorporates logistic regression 
classifiers, home-monitoring technology, and 
thorough gait analysis, provides a strong basis for 
the development of future PD management 
strategies. The clinical significance of these 
characteristics in the context of medication 
optimization is highlighted by the identified 
impactful features [4]. 
Known for reducing overfitting, the Sequential 
Minimal Optimization (SMO) algorithm utilizes the 
SVM classification technique. The study looks at 
true/false positive rates and ROC curve 
modifications to see how different cross-validation 
folds affect categorization results. The correctness 
of the dataset is assessed for various kernel values 
using LIBSVM, a program that facilitates support 
vector classification, regression, and distribution 
estimation. For linear, polynomial, radial basis 
function, and sigmoid kernels, the complexity 
parameter (C) is changed [5].  
Using Weka and LIBSVM, the SVM approach 
effectively separates patients with arkinson's 
disease from healthy participants, highlighting the 
possibility of precise and timely diagnosis. This 
emphasizes how important data mining methods are 
to improving patient outcomes for 
neurodegenerative diseases.  
 

In This work explores the use of machine learning 
algorithms, with an emphasis on xgboost, to predict 
Parkinson's disease (PD) through the analysis of 
variations in speech patterns. It highlights the 
critical processes in the procedure, which include 
gathering data, preprocessing, choosing a model, 
training, assessing, and making predictions. The 
xgboost algorithm, which is known for its 
efficiency and speed, shows promise as a tool for 
precise Parkinson's disease diagnosis. The accuracy 
range of 80-90% demonstrated by the approach that 
is being given indicates its efficacy. The 
investigation highlights the dynamic nature of 
machine learning applications in PD prediction and 
offers possible directions for further research.[6] 

Parkinson's disease is characterized by motor 
symptoms that are caused by a decrease in 
dopamine-producing brain cells. To stop the disease 
from progressing, non-motor symptoms must be 
identified as soon as possible. This paper presents a 
Python project that uses a machine learning-based 
approach to diagnose Parkinson's disease. A model 
employing XGBClassifier is built by utilizing 
libraries such as scikit-learn, NumPy, pandas, and 
xgboost. This model achieves an accuracy of 
94.87% with little speech features. The project 
includes work on loading data, dividing datasets, 
scaling features, creating models, and figuring out 
accuracy. Because XGBClassifier performs better 
than other algorithms, it is the recommended option 
for Parkinson's disease detection. Although there 
isn't a conclusive diagnostic test, this approach 
highlights the potential of machine learning, 
namely XGBoost, in the early detection of 
Parkinson's disease. 

3. INCEPTIONS 
 

The methodology used in this suggested study is 
methodical and consists of three steps: (1) pre-
processing data, (2) training and evaluating models, 
and (3) disease prediction.  

There are 856 instances in the collection with 854 
properties totaling both integer and real number 
attributes. Thorough data preparation is done in the 
first phase to address outliers, fix missing values, 
and scale or normalize features as needed. After 
then, the methodology's main focus is on training 
and evaluating models using a range of machine 
learning techniques on pre-processed data. 
Appropriate assessment metrics are used to gauge 
each model's performance. Ultimately, a 
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comprehensive model comparison is carried out to 
determine which approach works best for the 
dataset values, considering relevant factors and 
anticipated accuracy. This systematic approach 
ensures a thorough evaluation process, enhancing 
the proposed system's practicality and dependability 
in handling the dataset's peculiarities. 

3.1Dataset Description 
Data from 198 patients—107 men and 81 women—
with Parkinson's Disease (PD) from Istanbul 
University's Department of Neurology were used in 
this study. The age range of the PD group is 33–87 
years old, with a mean age of 65.1±10.9. By 
contrast, 64 healthy people (23 men and 41 women) 
ranging in age from 41 to 82, with a mean age of 
61.1±8.9, make up the control group. When 
gathering data, the recording device was set to 44.1 
KHz. Each participant underwent a thorough 
physical examination before learning how to 
pronounce the vowel /a/ three times. Various 
speech signal processing techniques are applied to 
voice recordings of people with Parkinson's disease 
(PD) in order to gather attribute information. 

3.2 Algorithms: 

1.Logistic Regression(LoR): 
Among the popular supervised learning algorithms 
for categorical outcome predictions is logistic 
regression. It handles classification jobs, giving 
probabilities between 0 and 1, in contrast to linear 
regression. By using a logistic function with a "S" 
shape, it forecasts binary results, such as Yes or No. 
For applications like data-driven cancer cell 
identification, this approach is essential. The main 
benefit of using Logistic Regression is that it can 
produce probabilities and classify new data, which 
makes it applicable to several datasets and efficient 
in identifying pertinent aspects in classification 
jobs. 

2.K Nearest Neighbors(KNN): 
Among the many machine learning algorithms, the 
K-Nearest Neighbours (KNN) method is very 
useful for regression and classification applications.  
Its fundamental idea is based on proximity, where a 
particular data point's label or value is predicted by 
figuring out the majority class or mean of its k-
nearest neighbours in the feature space. Since KNN 
may be used efficiently in a range of scenarios and 
doesn't require on assumptions about the data 
distribution, it is characterized as non-parametric.  
3.Random Forest(RF): 

The approach of group learning Applications 
involving both regression and classification employ 
Random Forest. It builds several decision trees in 
the training phase, using each tree to extract the 
mode for classification or the mean prediction for 
regression. Training with uncertainty improves 
resilience and allays concerns about overfitting. 
Renowned for its precision and adaptability, 
Random Forest excels at handling intricate datasets 
with a multitude of attributes. 
4.Decision Tree(DT): 

A straightforward machine learning approach used 
for both regression and classification applications is 
the decision tree. It bases its judgments on a 
structure like a tree, where each node represents a 
choice made in response to a feature, culminating in 
final predictions at the leaf nodes. Though they can 
handle a variety of data types and are simple to 
comprehend, decision trees have the potential to 
overfit complex datasets. This issue is mitigated by 
methods such as pruning. 
5.CatBoost: It's a simple machine learning tool 
that's made to handle categorical features with ease. 
Strong performance is achieved without requiring a 
lot of data preprocessing. Using smart boosting 
techniques, CatBoost efficiently manages 
categorical variables during training, ensuring 
accurate predictions while minimizing overfitting. 
It is useful for big datasets since it supports 
parallelized training. Recognized for its simplicity 
and competitive performance, CatBoost is a 
preferred choice across various machine learning 
tasks, especially in scenarios with diverse feature 
types. 
 

      5.XGBoost(XGB): 

Within the gradient boosting discipline, one of 
the most dependable and effective machine 
learning techniques is called eXtreme Gradient 
Boosting, or XGBoost. XGBoost, a powerful 
regression and classification algorithm, 
combines the outputs of several weak learners 
(usually decision trees) to create a single, 
robust predictive model. It employs 
regularization techniques to avoid overfitting 
and a gradient-based optimization strategy to 
enhance performance. Thanks to its recognition 
for speed, accuracy, and adaptability, XGBoost 
has gained a lot of popularity in both real-
world applications and machine learning 
competitions. 
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6.LightGBM: 
Light Gradient Boosting Machine, or 
LightGBM, is a quick and efficient machine 
learning technique. It constructs decision trees 
successively, fixing mistakes in earlier 
iterations. It is fast and parallelizable for 
effective training, and it is well-known for 
handling huge datasets. With regard to 
categorical traits, LightGBM is adaptable, 
employs leaf-wise growth, and incorporates 
internal regularization to avert overfitting. It's a 
useful option for jobs like classification and 
regression and is frequently utilized in 
competitions and real-world applications. 
 

4.   PROPOSED FRAMEWORK 

Three crucial stages make up the proposed 
study's methodology, which aims to guarantee 
a thorough analysis and precise sickness 
prediction. The first step involves careful data 
preparation, which includes tasks like 
addressing missing numbers, resolving 
imbalances within classes, and examining 
potential outliers. After that, a variety of 

machine learning methods are employed for 
model training and evaluation, including 
Random Forest, K-Nearest Neighbors, 
Decision Tree, CatBoost, XGBoost, and 
LightGBM in addition to Logistic Regression. 
By strengthening the models' resilience and 
providing a more accurate assessment of each 
model's performance across various dataset 
subsets, k-fold cross-validation is utilized. 
Rather than employing a single split, K-fold 
cross-validation separates the data into training 
and testing sets. 

Using the trained models for disease prediction is 
the third step in the final phase. The objective is to 
generate precise forecasts that offer important 
insights into the identification and understanding of 
the particular illness under consideration. In order 
to increase the accuracy of sickness prediction, this 
methodological framework combines sophisticated 
machine learning algorithms with exacting 
assessment procedures in a comprehensive and 
methodical manner.  
The step-by-step process is visually broken down in 
Fig. 1, which covers data preparation, model 
training and evaluation, and disease prediction in a 
clear and comprehensive way.  

 

Fig 1. Proposed System 
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4.1Data Preprocessing 
The first stage of organizing and fine-tuning raw 
data to make it ready for analysis is called data 
preparation. This includes dealing with outliers and 
fixing formatting problems, among other things. 
This crucial phase ensures the validity of insights 
obtained during analysis and makes a substantial 
contribution to improving the accuracy of machine 
learning models. In essence, data preparation 
creates a strong basis for both the creation of 
reliable models and more sophisticated and 
successful data analysis.  
Three crucial steps are involved in data pre-
processing to guarantee the caliber and efficiency 
of machine learning models.  
The initial step of the process is on outlier 
management; outliers in numerical columns are 
identified and dealt with using the Interquartile 
Range (IQR) and custom outlier factors. By 
enhancing the dataset's resistance to extreme 
values, this technique leads to more accurate 
statistical analysis and fruitful model training. In 
the next step, scikit-learn's Standard Scaler is used 
to execute standard scaling, which guarantees 
consistent feature scales, preventing the dominance 
of features with larger magnitudes, and improving 
convergence, especially for algorithms that are 
sensitive to scale. In the end, the method creates a 
balanced class distribution by utilizing the Random 
OverSampler function in the imbalanced-learn 
library to create synthetic instances for the minority 
class. By doing this, model bias toward the 
dominant class is removed, and fairness and 
improved performance are also encouraged. 

After that, we create a pair plot for a subset of the 
dataset's features using the correlation values and 
Kernel Density Estimates (KDE). With scatterplots 
on the upper triangle, kernel density plots on the 
diagonal, and KDE plots with contour levels in the 
lower triangle, the plot is arranged in a grid. The 
scatterplots can be used to distinguish between 
distinct classes because the hue parameter is set to 
'class'. Furthermore, the plot's upper triangle is 
annotated with correlation values, which shed light 
on the relationships between the features. 
To create a visually appealing and educational 
representation, the seaborne library is used. Pair 
Grid makes it easier to create a grid of subplots, and 
you can customize KDE plots, scatterplots, and 
correlation comments to make the data more 
readable. Through a thorough investigation of the 
relationships between the chosen characteristics, 
this visualization technique facilitates the discovery 
of patterns and possible separability between 

various classes within the dataset. The major 
properties in Fig. 2 that are being examined are 'id,' 
'gender,' 'PPE', 'DFA' 'numPulses,' 
'tqwt_kurtosisValue_dec_36' (kurtosis value for a 
certain frequency component), 
and'stdDevPeriodPulses' (standard deviation of the 
period of pulses). No discernible relationship has 
been found between the properties numPulses, 
DFA, and PPE. 

4.2Model Training 
 
In machine learning, building a model and testing it 
are the two most important phases. The model uses 
the insights from the input data to improve 
performance during the training phase by 
examining characteristics in relation to their labels. 
The next step of testing evaluates how well the 
model can extrapolate outcomes to new, untested 
data. Typically, training and testing portions of the 
dataset are separated to ensure fair evaluation 
procedures. Metrics like as ROC curves, accuracy, 
sensitivity, specificity, and precision show how 
well the model performs in producing accurate 
predictions. 
Using a 30-fold cross-validation, we first examine 
the classification of logistic regression. Metrics 
including false omission rate, diagnostic odds ratio, 
accuracy, sensitivity, specificity, and precision are 
used to assess the model. The parameters of logistic 
regression are'max_iter=100' and 
'random_state=69'. For every fold, ROC curves are 
drawn, and their mean is taken into account. This 
facilitates a thorough evaluation of the logistic 
regression model across several iterations. The auto 
algorithm, uniform weights, and five neighbors 
make up the K-Nearest Neighbors model. The 
Decision Tree model has a maximum depth of 5 
and employs the Gini criterion. A logarithmic loss 
function, L2 regularization with a coefficient of 3, 
90 iterations, a learning rate of 0.05, and a depth of 
5 were used in the Categorical Boosting model.  
With a maximum depth of 5, a learning rate of 0.09, 
250 estimators, and a subsample rate of 0.8, the XG 
Boosting model was employed. The default Gini 
impurity criterion, 100 estimators, and a maximum 
depth of 10 were all included in the Random Forest 
model. The LightGBM model also had a maximum 
depth of 5, a binary logistic loss objective, 250 
estimators, and a learning rate of 0.09. Numerous 
metrics, such as the False Omission Rate (FOR), 
Diagnostic Odds Ratio (DOR), accuracy, 
sensitivity, specificity, and precision, were used to 
assess each model's performance. 
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5. RESULTS  
 
The outcomes of the proposed framework are 
looked at in this section. This includes the 
presenting of study findings, the performance 
discussion, the data visualization, and the 
assessment criteria. 

5.1Criteria for Evaluation 

The models are evaluated using the following 
criteria. 

1) Accuracy: 
The proportion of correctly anticipated cases 
among all instances is known as accuracy. The 
accuracy calculation formula is: 

Accuracy=

  
்௨ ௦ା்௨ ே

்௨ ௦ା்௨ ேାி௦ ௦ାி௦ ே
       (1)        

2) Precision: 
The ratio of correctly predicted positive events 
to all instances that a machine learning model 
correctly predicts as positive is known as 
precision. This formula is what's used to 
calculate it: 

   Precision=
்௨ ௦

்௨ ௦ାி௦ ௦
                   (2) 

3) Sensitivity: 
The capacity of a model to accurately select 
positive events from among all real positive 
occurrences is referred to as sensitivity, recall, 
or the true positive rate. The formula is used in 
its computation. 

 Sensitivity(Recall)=
்௨ ௦

்௨ ௦ାி௦ ே
          (3) 

4) Specificity: 
Specificity is a metric that quantifies a model's 
ability to correctly identify true negative 
situations among the complete pool of actual 
negative instances. This formula is used to 
compute it: 

Specificity=
்௨ ே

்௨ ேାி௦  ௦
                       (4) 

 

5) FOR: 
False Omission Rate (FOR) is a statistic that is 
used to assess a model's tendency to incorrectly 

classify negative occurrences as positive. It is 
calculated using this formula: 

FOR= 1−Specificity                         (5) 

6) AUC-ROC (Receiver Operating 
Characteristic): 

The AUC-ROC score is used to evaluate a 
model's capacity to distinguish between the 
true positive rate and the false positive rate. A 
score greater than 0.5 signifies that the 
individual was able to distinguish between 
instances that were positive and those that were 
bad. This statistic is very useful for evaluating 
the discriminating power of a model across 
various threshold configurations. 

 

7) DOR: 
The Diagnostic Probabilities Ratio (DOR) is a 
statistic used to evaluate the efficacy of 
diagnostic testing. It is defined as the ratio of 
the probabilities of true positives to the odds of 
false positives. 

DOR=
்௨ ௦∗்௨ ே

ி௦ ௦∗ி௦ ே
                                (6) 

5.2Results of the Study 
 
First, the models undergo independent training, and 
their performance is evaluated using metrics like 
false omission rate (FOR), diagnostic odds ratio 
(DOR), accuracy, precision, sensitivity, and 
specificity. Thirty-fold cross-validation, which 
entails splitting the dataset into thirty subgroups 
and repeating the training and testing process thirty 
times, was applied to the models. This technique 
makes sure that a model's performance is 
thoroughly examined and trained, identifying 
possible problems like under- or overfitting. The 
approach includes preparing the data, splitting the 
population into 30 groups, training and testing, 
collecting performance metrics, evaluating the 
model, adjusting parameters, and training the final 
model. 
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Fig 3. Model Accuracy Comparison Chart 
 
A comparison of the accuracy of different machine 
learning models is shown in Fig. 3. With an 
accuracy of 98.22%, LightGBM outperformed the 
other models. 
Closely after, Random Forest showed an impressive 
accuracy of 97.38%, and XGBoost showed an 
accuracy of 96.06%. Other models include the 
95.66% accurate CatBoost, 93.93% accurate 
Logistic Regression, 93.49% accurate K-Nearest 
Neighbours (KNN), and 89.51% accurate Decision 
Tree. In summary, LightGBM performs better than 
any other model, showing the highest accuracy and 
the best overall performance across various criteria. 
LightGBM is the best model for managing 
complicated datasets because of its superior 
accuracy, sensitivity, specificity, precision, and 
favourable values for DOR and FOR. This implies 
that LightGBM is a reliable option for classification 
jobs, particularly when working with complex and 
difficult datasets. 

 

 Fig 4. ROC Curve Of Lightgbm 
 
The ROC curve of LightGBM is shown in Figure 4, 
which provides strong proof of its superior model 
performance. 
Finally, our thorough analysis of various machine 
learning models clearly indicates that LightGBM is 

the best option. LightGBM continuously 
outperforms its competitors on a wide range of 
parameters, exhibiting exceptional accuracy, 
efficiency, and general mastery. LightGBM is a 
leading predictive modelling platform due to its 
quick training periods and remarkable ability to 
handle large datasets. The model is an attractive 
option for a wide range of real-world applications 
because of its consistent and exceptional 
performance across a diversified variety of 
evaluation criteria, which highlights its adaptability 
and reliability. Thus, LightGBM is the best option 
for anyone looking for a machine learning model 
that is effective, adaptable, and high-performing, 
according to our thorough investigation. 

6. CONCLUSION  
Finally, based on our comparison study of several 
machine learning models, LightGBM fared the 
best, with an accuracy of 96.52%. This outcome 
emphasizes how well gradient boosting 
algorithms—particularly LightGBM—handle 
challenging datasets. An interesting direction for 
future research becomes apparent when we map out 
how to combine models and use spiral drawings to 
improve prediction power. The integration of 
various model outputs and the integration of 
distinct insights derived from spiral patterns may 
facilitate the attainment of even greater precision 
and resilience in machine learning applications. 
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