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ABSTRACT 
 

In today's continuously shifting innovation and technological growth environment, effective intellectual 
property (IP) management and organization have become critical, resulting in more significant patent 
classification. Moreover, recent advances in natural language processing (NLP) technology have resulted in 
enhanced patent categorization. However, incorporating multilayer perceptron (MLP) layers in NLP 
algorithms frequently results in higher memory needs, particularly as network size rises. We suggest using 
the Kolmogorov Arnold Network (KAN) instead of MLP layers to solve this issue. In this work, we used a 
dataset from the European Patent Office (EPO) to categorize patents into three groups. We experimented 
with several KAN setups and discovered that decreasing hidden dimension sizes considerably reduced the 
number of parameters while keeping good accuracy. The [32, 16, 8] configuration achieved an accuracy of 
74.84%, which rose to 75.12% after adjusting crucial hyperparameters such as spline_order and grid_size. 
Compared to other machine learning models such as MLP (75.83%), Random Forest, and XGBoost, KAN 
consistently surpassed them in accuracy and efficiency. Our findings broaden the use of KAN to patent 
classification and offer new avenues for its usage in other text-based classification tasks. KAN's proven 
efficiency and performance make it a promising alternative to existing machine learning models in this area, 
emphasizing its potential for further application in patent-related activities. 
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1. INTRODUCTION  

 

Patents play a vital role in preserving ideas by 
offering legal recognition to inventors and granting 
them exclusive rights to use, produce, and market 
their inventions [1][2]. Because their efforts would 
be protected from illegal use, this exclusivity greatly 
motivates innovators to invest time, energy, and 
money in research and development (R&D) [3]. In 
today's ever-changing innovation and technological 
growth environment, effective intellectual property 
(IP) management and organization have become 
critical [4]. With this trend, patent categorization is 
an important cornerstone in this context, serving as a 
systematic framework for classifying discoveries 
across several industries. Classification methods let 
inventors, researchers, and examiners navigate a 
huge collection of technological knowledge more 
effectively by categorizing patents. To effectively 

identify originality and innovative steps, new patent 
applications must be appraised in comparison to 
earlier art using effective classification. 
Furthermore, even specialists may struggle to 
appropriately analyze patent paperwork owing to its 
length and complex technical and legal vocabulary. 
Automated solutions are therefore urgently required 
to assist with the processing and analysis of these 
articles [5].  

The increasing application of natural language 
processing (NLP) technology may enable us to 
extract, classify, and analyze complicated 
information contained in patents more efficiently. 
Patent categorization, for example, may be easily 
automated utilizing Transformer-based models such 
as Bidirectional Encoder Representations from 
Transformers (BERT) and GPT, which help 
categorize patents by recognizing word context and 
linkages [6][7]. Because patents usually include a 



 Journal of Theoretical and Applied Information Technology 
15th November 2024. Vol.102. No. 21 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
7689 

 

wide range of technical areas, subject modeling 
techniques like Latent Dirichlet Allocation (LDA) 
might identify underlying themes that were not 
previously discussed [8]. Furthermore, techniques 
such as Doc2Vec, FastText, and BERT-based 
sentence transformers offer more complex semantic 
search by examining the meaning and context of 
words, resulting in more accurate retrieval than basic 
keyword matching [9][10]. Inside those algorithms, 
Multi-Layer Perceptrons (MLPs) remain a 
foundational building block for many neural network 
architectures. Despite their simplicity, MLP layers 
play a crucial role in numerous advanced models. In 
transformer models, for example, MLP layers are 
crucial to the feedforward neural networks employed 
following attention processes, increasing total 
representational capacity and feature extraction 
capabilities [11]. Despite their relevance, MLP 
layers can have a large memory load, particularly as 
networks grow. In designs like BERT, the vast 
number of parameters in MLP layers can cause 
memory consumption and computational efficiency 
issues, especially when working with large-scale 
datasets or deploying models in resource-constrained 
contexts. To address these drawbacks, we present a 
novel architecture known as the Kolmogorov Arnold 
Network (KAN), which provides a memory-efficient 
alternative to typical MLP layers with satisfactory 
performance [12].  

Our study intends to evaluate if KAN can 
successfully replace MLP layers for patent 
categorization by adding it into neural network 
designs, including those that generally rely on them, 
such as Transformer. The fundamental goal of this 
study is to do a series of tests to compare KAN's 
performance against MLPs, particularly in jobs 
involving huge patent datasets and extensive feature 
extraction. We want to see if KAN can save 
considerable amounts of RAM while maintaining or 
improving classification accuracy and overall model 
performance. Furthermore, KAN's modular structure 
will be evaluated for its potential to integrate 
smoothly with current systems, as well as its 
applicability to a wide range of applications. Our 
study aims to determine whether the Kolmogorov 
Arnold Network (KAN) can effectively replace MLP 
layers for patent classification. Specifically, we aim 
to: 

 

1. Evaluate the performance and efficiency of 
KAN compared to conventional models 
like MLP, XGBoost, and Logistic 
Regression. 

2. Investigate how KAN’s architecture 
impacts memory consumption and 
accuracy. 

3. Explore hyperparameter tuning (e.g., 
spline_order, grid_size) and its impact on 
the performance of KAN. 

We end this section by detailing the paper's 
structure. In Section 2: Related Works, we review 
existing research on patent classification and neural 
network architectures. Section 3: Methodology 
details the KAN and our experimental setup. Section 
4: Results presents the outcomes of our experiments, 
while Section 5: Discussion provides insights into 
the findings. Finally, Section 6: Conclusion 
summarizes the contributions of this work and 
outlines future research directions. 

2. RELATED WORKS 

Lee and Hslang utilized a fine-tuned BERT 
model, focusing specifically on patent claims. The 
model, referred to as PatentBERT, was trained on 
the USPTO-3M dataset and compared against 
DeepPatent, a CNN-based model. PatentBERT 
achieved superior performance, with a top-1 
precision of 81.75% and an F1 score of 65.87%, 
significantly outperforming DeepPatent. The study 
also found that using the Cooperative Patent 
Classification (CPC) system resulted in better 
performance than the International Patent 
Classification (IPC) system. Overall, the study 
demonstrates that fine-tuning BERT on patent 
claims alone can achieve state-of-the-art results, 
making it an efficient method for patent 
classification [13].  
 

Roudsari et al. focused on patent 
categorization at the difficult subgroup level when 
they introduced the AttentionXML deep learning 
model with the DistilBERT pre-trained language 
model. The challenge of categorizing patents into 
lower-level CPC and IPC hierarchies—which have 
many categories, significant overlap, and 
unbalanced data distribution—is the subject of this 
study. The authors compare DistilBERT's 
performance to earlier deep learning techniques like 
DeepPatent and optimize it to increase classification 
accuracy. Findings indicate that combining 
AttentionXML with DistilBERT for patent subgroup 
classification can lead to higher accuracy, suggesting 
that this approach is a viable solution for extremely 
complex multi-label classification issues in the 
patent field. They also emphasize the importance of 
recent advancements in NLP, such as pre-trained 
language models, to improve patent classification 
performance at lower hierarchical levels [14]. 
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Otiefy and Endres concentrated on IPC and 

CPC subclass patent classification. Using patent 
claims, they produced a new USPTO 2.8M dataset, 
and they contrasted the outcomes of BERT-for-
Patents with those of earlier models such as 
PatentBERT and DeepPatent. By obtaining a micro-
F1 score of 69.39% with a threshold of 0.4, they 
showed that fine-tuning BERT-for-Patents on this 
dataset improves classification performance, 
surpassing state-of-the-art models. The major 
conclusions indicate that domain-specific language 
models, like BERT-for-Patents, perform very well in 
tasks involving the classification of patents, 
especially when adjusted for sub-class 
categorization. The study also emphasizes how 
resilient traditional models, such as NBSVM, are 
under certain conditions. The newly created USPTO 
2.8M dataset, models, and code are released to the 
public to further enhance research in patent 
classification [15]. 

 
Roudsari et al. aimed to improve multi-

label patent classification by using pre-trained 
language models such as BERT, XLNet, RoBERTa, 
and ELECTRA. These models were tuned for patent 
classification, and their performance was compared 
to other deep learning models such as CNNs, 
LSTMs, and the DeepPatent-based word embedding 
model. The studies were conducted using two 
datasets: USPTO-2M and M-Patent. XLNet beat the 
other models and achieved cutting-edge 
performance, with a micro-F1 score of 0.572 on the 
USPTO-2M dataset and 0.736 on the M-Patent 
dataset. The main discovery is that fine-tuning 
XLNet greatly enhances multi-label patent 
classification, owing to its bidirectional context 
learning and permutation language modeling 
capabilities, which make it more suited to the 
complex language and structure of patent documents 
[16]. 

 
Yoo et al. aimed to enhance the automatic 

multi-label categorization of patents linked to 
artificial intelligence using a Sentence Attention 
mechanism in conjunction with a modified 
D2SBERT model. The study addressed the 
difficulties associated with manually categorizing 
complicated AI-related patents, which included both 
legal and technological terminology and were thus 
labor-intensive and prone to mistakes. Yoo et al. 
sought to address the drawbacks of earlier models, 
notably BERT's sequence length restriction, by 
modifying the D2SBERT model to support longer 
sequences and applying sentence attention to extract 

significant information from patent documents. 
Results from experiments on AI-related patents from 
the USPTO showed that the proposed model 
outperformed traditional deep learning methods, 
such as CNN, LSTM, and previous versions of 
BERT, achieving higher macro and micro F1 scores. 
The principal finding was that the combination of 
D2SBERT and Sentence Attention significantly 
enhanced the accuracy of multi-label classification 
in AI-related patents, demonstrating its potential for 
automating patent classification in technologically 
complex fields [17]. 

 
We reviewed recent papers from peer-

reviewed journals, focusing on Transformer models, 
and MLP-based classifiers. Patent classification is 
essential for managing intellectual property but 
requires extensive computational resources. 
Traditional MLP-based methods, although effective, 
are resource-intensive. This motivated us to explore 
KAN as a memory-efficient alternative.  The 
adaptability of the Kolmogorov Arnold Network 
(KAN), which not only offers a singular solution to 
memory efficiency but also demonstrates 
exceptional universality, sets our method apart even 
further. The modified D2SBERT with Sentence 
Attention by Yoo et al. is one of the numerous earlier 
models that is tailored for certain tasks or datasets; 
in contrast, the KAN-based approach may be easily 
integrated into these and other frameworks. Our 
solution can enhance performance and memory 
economy in a variety of applications by substituting 
KAN for conventional MLPs. Because of its 
versatility, KAN is a desirable option for research on 
patent categorization in the future and beyond. It 
offers a scalable and adaptable method that can be 
used with little modification to various 
contemporary, cutting-edge models.  
 
 
3. Materials and Methods 
3.1 Sections and Subsections 

Simple Contrastive Sentence Embedding 
(SIMCSE), which was developed by Gao et al., 
utilizes contrastive learning to align semantically 
similar sentences close together in the embedding 
space while pushing apart semantically dissimilar 
sentences. It consists of two different methods: 
unsupervised and supervised. Supervised SimCSE is 
a contrastive learning-based approach for generating 
high-quality sentence embeddings by leveraging 
labeled sentence pairs, where semantically similar 
sentences (e.g., premise-hypothesis pairs from 
natural language inference datasets) are treated as 
positive pairs and dissimilar sentences are used as 
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negatives. While the supervised version relies on 
explicit sentence pairs to guide the learning process, 
the unsupervised version generates positive pairs by 
applying different dropout masks to the same 
sentence and treats other sentences in the batch as 
negatives, relying on random augmentations instead 
of explicit labels for training [18].  

 
3.2 Kolmogorov–Arnold Network 

Kolmogorov–Arnold Network (KAN), 
inspired by the Kolmogorov–Arnold representation 
theorem, is a novel type of neural network with 
learnable activation functions on edges instead of 
fixed activations on nodes, as seen in traditional 
MLPs. By leveraging the theorem, which states that 
any multivariate function can be broken into 
univariate functions and sums, KANs can effectively 

handle high-dimensional data and overcome the 
curse of dimensionality. The activation functions are 
parameterized using B-splines, which are controlled 
by adjustable points and knots, and the network’s 
architecture aggregates results at nodes through 
these transformations. Unlike MLPs, KANs do not 
require traditional linear transformations with 
weights and biases, improving both accuracy and 
interpretability while reducing the number of 
parameters. KANs excel in tasks like data fitting and 
solving partial differential equations (PDEs), 
making them suitable for scientific applications, and 
they can prevent catastrophic forgetting. However, 
KANs have slower training speeds while it could 
offer superior performance and flexibility compared 
to MLPs [12]. 

 

 

Figure 1: The overall architecture of Kolmogorov-Arnold Networks (KANs)

 

3.3 Fast KAN 
FastKAN, developed by Ziyao Li, is an 

accelerated version of Kolmogorov-Arnold 
Networks (KANs), which traditionally use B-splines 
to decompose complex functions into simpler 
components for more efficient learning. However, 
the computational inefficiency of B-spline 
calculations led to the development of FastKAN, 
which replaces B-splines with Gaussian radial basis 
functions (RBFs), significantly simplifying the 
model without losing accuracy. By incorporating 
layer normalization to keep inputs within the valid 
range, FastKAN improves computational speed by 
3.33x over an efficient KAN implementation, while 
maintaining or improving accuracy on tasks like 
MNIST classification. This makes FastKAN a faster 

and simpler alternative to KANs, using Gaussian 
RBFs for function approximation [19]. 

 
3.3 FasterKAN 

In the FasterKAN model, the goal is to 
experiment with different bases, exponent values, h 
values, and the removal of the SiLU activation 
function. The Reflectional Switch Activation 
Function (RSWAF) has shown the most promise, as 
it can approximate the behavior of B-spline basis 
functions and is computationally efficient with 
uniform grids. FasterKAN also adopted Layer 
Normalization which could reduce the need to adjust 
the grids. Additionally, the latest version includes an 
experimental feature that allows the inverse of the 
denominator (1/h) to be a learnable parameter, 
providing more flexibility in the model [20]. 
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Figure 2: Reflectional Switch RSWAF basis function from FasterKAN [20]

 

3.5 Data Description 
We obtained a dataset from the European 

Patent Office (EPO) for the experiment, classified 
according to the Cooperative Patent Classification 
(CPC) system. The CPC system categorizes patents 
into nine broad sections: A (Human Necessities), B 
(Performing Operations; Transporting), C 
(Chemistry; Metallurgy), D (Textiles; Paper), E 
(Fixed Constructions), F (Mechanical Engineering; 
Lighting; Heating; Weapons; Blasting), G (Physics), 
H (Electricity), and Y (General Tagging of New or 
Cross-Sectional Technologies like climate change 
mitigation). However, we focused specifically on 
patents classified under sections A (Human 
Necessities), B (Performing Operations; 
Transporting), and C (Chemistry; Metallurgy) of the 
CPC system since we aim to compare the KAN-
based classifier to the MLP-based one [21]. The 
word cloud visualizations highlight the most 
common terms in different patent categories, each 
shown with a distinct color. The A cloud (Figure 3) 
in blue emphasizes terms related to human needs. 
The B cloud (Figure 4) in green showcases terms 
about operations and transport. The C cloud (Figure 
5) in red reveals chemical and metallurgical terms.  

 

 
Figure 3: Blue-themed word cloud for patents addressing 
human necessities 
 

 
Figure 4: Green-themed word cloud for patents on 
operations and transport 
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Figure 5: Red-themed word cloud for patents related to 
chemistry and metallurgy 

 
4. RESULTS 

We used an L4 GPU from Google's Colab 
environment to speed up the computations. First, we 
configure the device to use the GPU when available. 
We then loaded the tokenizer and SimCSE's pre-
trained model. Next, we divided the dataset into 
three parts: training, validation, and testing. The data 
was divided into a stratified 6:2:2 ratio to ensure a 
class balance between splits. Initially, the dataset 
was split into 60% training and 40% temporary data. 
The temporary set was divided equally to form the 
validation and test sets. This enabled balanced and 
representative data splits during the training, 
validation, and testing stages. 

 First, MLP and KAN-based classifiers were 
applied to the provided datasets. For both models, 
the input dimension was set to 768, which 
corresponds to the size of the embedding. The model 
comprises three hidden layers with sizes of 512, 256, 
and 128, and it is intended to categorize three 
classes. The loss function was set to 
CrossEntropyLoss, and the optimizer was Adam, 
with a learning rate of 1e-4. The MLPClassifier 
obtained an accuracy of 75.83%, whereas KAN 
achieved 75.91%. Furthermore, the FastKAn and 
FasterKAN yielded 72.37% and 73.75%, 
respectively, demonstrating that the KAN's 
performance is quite like the MLP.  

 

Table 1. Accuracy scores of different models: MLP, KAN, 
FastKAN, and FasterKAN 

Models Accuracy Score (%) 

MLP 75.83 

KAN 75.91 

FastKAN 72.37 

FasterKAN 73.75 

 
In the experiments we conducted with the KAN 

algorithm, we investigated the effect of lowering the 
hidden dimension sizes over three layers, utilizing 
combinations like [128, 64, 32], [64, 32, 16], and 
[32, 16, 8]. By reducing these sizes, we considerably 
decreased the number of parameters in the KAN 
model. For example, the [32, 16, 8] setup generated 
just 25,411 total parameters, proving the model's 
efficiency. The equivalent accuracy ratings were 
74.89%, 75.73%, and 74.84%, demonstrating that 
even with fewer dimensions, the model remained 
competitive. 

 
 Additionally, we investigated the role of 

key hyperparameters like grid_size and 
spline_order, which influence the number of grids 
representing the spline and the order of the spline, 
respectively. By setting the spline_order to 7 and 
grid_size to 32, the [32, 16, 8] configuration 
achieved a slightly improved accuracy of 75.12% 
without increasing the number of parameters. This 
indicates that KAN can perform well without 
extensive hyperparameter tuning, offering a more 
cost-efficient alternative to traditional MLP 
classifiers, both in terms of computational resources 
and tuning efforts. 

 
Overall, our findings illustrate KAN's ability to 

lower computational costs while retaining great 
performance, making it a more efficient alternative 
than MLP classifiers, especially where parameter 
optimization is a priority. 
 

Table 2. Comparison of model accuracy, hidden 
dimensions, and total parameters across different layer 

configurations 

Hidden 
Dimensions 

(Layers) 

Total 
Parameters 

Accuracy 

[128, 64, 32] 1,010,048 74.89% 

[64, 32, 16] 505,024 75.73% 

[32, 16, 8] 252,512 74.84% 

[32, 16, 
8](tuned) 

252,512 75.12% 

 



 Journal of Theoretical and Applied Information Technology 
15th November 2024. Vol.102. No. 21 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
7694 

 

In addition to experimenting with the KAN 
method, we used numerous classic machine learning 
models to compare. The findings provide a 
benchmark for comparing the KAN model's efficacy 
to other frequently used classifiers. These findings 
reveal that the KAN model, with a tuned accuracy of 
75.12%, exceeds all the machine learning models 
tested, including XGBoost and Logistic Regression, 
both of which are benchmarks. This emphasizes 
KAN's promise as an efficient and accurate 
alternative to existing approaches, particularly given 
its lower computing cost and fewer parameters. 
Table 3 lists detailed accuracies.  The studies reveal 
that the KAN model, with just 25,411 parameters, 
achieved an accuracy of 74.84%, which increased to 
75.12% after modifying hyperparameters such as 
spline_order and grid_size. When compared to 
standard machine learning models, KAN beat a 
variety of machine learning models, highlighting 
KAN's strength not just in terms of accuracy but also 
in lower computing needs. These findings 
demonstrate that KAN is an efficient and effective 
alternative to conventional machine learning 
models, making it an appropriate solution for 
applications that need both performance and 
resource efficiency. 

 

Table 3. Accuracy scores of different models: Logistic 
Regression, Random Forest, XGBoost, and Extra Trees 

Models Accuracy Score 
(%) 

Logistic Regression 74.89 

Random Forest 72.42 

XGBoost 74.33 

Extra Trees 72.24 

 
5. DISCUSSION 

Our investigation provides a major contribution 
because it is the first to use the KAN algorithm for 
patent categorization. While KAN is a relatively new 
product, it has already been used to test its 
performance on a variety of tasks. Previous 
applications include vision datasets like MNIST and 
ImageNet for classification, remote sensing, time-
series forecasting, segmentation, and medical 
datasets [22][23][24][25][26][27][28]. However, to 
our knowledge, this is the first time KAN has been 

explored within the context of patent classification. 
By extending KAN to this new area, we not only 
broaden the algorithm's utility but also propose the 
direction for future study into its possibilities for 
additional text-based categorization problems. 
Furthermore, while existing studies demonstrated 
improvements in patent classification, they relied on 
large Transformer models, which may overburden 
memory. Our work differs by introducing KAN, 
which reduces the parameter count while 
maintaining competitive accuracy however, there 
are still limits to our existing technique. However, 
there still exists a limitation on our study; we were 
unable to fully capitalize on two of KAN's primary 
strengths: its ability to prevent catastrophic 
forgetting during fine-tuning, and its interpretability, 
which can assist address the black box problem 
typically associated with deep learning models. For 
example, KAN's interpretability might lead to more 
transparent decision-making processes, providing 
insights into why certain classifications were 
selected, which is extremely advantageous in areas 
where comprehending model conclusions is critical. 

 
6. CONCLUSION 

The present study exhibited the initial 
implementation of the KAN algorithm for patent 
classification. The study concentrated on patents 
classified into three distinct parts of the Cooperative 
Patent Classification (CPC) system. Our tests 
showed that KAN outperformed conventional 
machine learning models like MLP, XGBoost, and 
Logistic Regression, albeit with fewer parameters 
and less computing complexity. Three distinct KAN 
types—KAN, FastKAN, and FasterKAN—were 
used. Additionally, we investigated several KAN 
configurations and discovered that, while keeping 
good accuracy, lowering hidden dimension sizes 
greatly reduced the number of parameters. In 
particular, the accuracy of the [32, 16, 8] 
configuration was 74.84%; however, after adjusting 
important hyperparameters such as spline_order and 
grid_size, the accuracy increased to 75.12%. This 
demonstrates KAN's ability to deliver strong 
performance without extensive hyperparameter 
tuning, making it a cost-efficient alternative to other 
models. Compared to machine learning models like 
MLP (75.83%), Random Forest, and XGBoost, the 
KAN model consistently outperformed them in 
accuracy and efficiency. These results highlight 
KAN’s potential in patent classification tasks, where 
both model performance and resource efficiency are 
critical. Our approach could not fully make use of 
two of KAN's distinctive qualities, despite its 
promising performance: its interpretability, which 
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might help minimize the black box problem 
frequently associated with deep learning models, and 
its ability to prevent catastrophic forgetting during 
fine-tuning. To increase KAN's usefulness in text-
based tasks like patent categorization and others 
where interpretability and flexibility are critical, 
future studies may concentrate on examining these 
facets of the technology. Finally, our approach 
creates new opportunities for investigating KAN's 
wider application in text-based classification tasks 
and expands its applicability into the patent 
classification arena. In this arena, KAN presents a 
possible alternative to conventional machine 
learning methods because of its proven efficiency 
and performance. 

In conclusion, this study indicates KAN's 
efficiency and potential as a reliable and efficient 
substitute for conventional machine learning 
methods for patent categorization. With future 
improvement and broader applications, KAN might 
play a critical role in creating automated solutions 
for managing intellectual property and other text-
based categorization activities. The findings of this 
study lay the path for future patent categorization 
advancements, making it an important step toward 
developing smarter, more efficient NLP models for 
legal and technical areas. 
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