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ABSTRACT 

This research assesses the practicability of machine learning models in classifying consumers according to 
their passwords with the help of TF-IDF, which depicts exclusive password features. The purpose of the 
study is to eradicate the weakness of the current EPSB algorithm in its synthesis of electronic personal 
behavior. Our goal will be to define those models that have strengthened the existing methods of password-
based authentication. In the second step, we transformed a data set of anonymized passwords to the 
transformation where each was converted into statistical feature vectors using TF-IDF and tested six models 
of machine learning. Specific well-known algorithms used in the course of the study were support vector 
machines (SVM), random forests, Naïve Bayes, K-nearest neighbor (KNN), logistic regression, and decision 
trees. This cross-validation made me conclude that Naive Bayes outcompeted all the other models in terms 
of a greater weighted average precision of 96.38%, which was higher than the other two models: the SVM 
model equal to 91.64% and the logistic regression model equal to 91.52%. With regards to accuracy, KNN 
got 79.48%, Decision Tree got 77.55%, while Random Forest recorded the lowest value of the four 
techniques at 71.26%. These results provide a more profound comprehension for the development of an 
extended password-based authentication scheme using an advanced machine learning approach.  
 
Keyword: Password Classification, Machine Learning, TF-IDF Vectorization, Support Vector Machine, 

Random Forest, Naive Bayes-Nearest Neighbors, Logistic Regression, Decision Tree 
  
1. INTRODUCTION   
  
Today more than ever, it is essential to protect data 
and its accessibility through Information 
Technology. This is due to increased reliance on 
services internet for service delivery since more 
services are likely to be attacked thus requiring the 
protection of user’s data [1][2][3]. In this context, 
password-based authentication is the prominent 
method among different ones for protecting 
resources, which contain confidential information 
[4][5]. However, although password security has 
become standard practice, it is often vulnerable 
because users choose weak passwords, create easily 
guessable patterns, and behave in ways that disable 
standard security measures [6]. 
The risks which originate with password-related 
methods have promoted an interest in improving 
methods of authentication [7][8][9]. Machine 
learning has particularly turned into a popular 
technology, providing new trends in recognizing 

and preventing security threats [10][11]. By 
studying the patterns found in passwords and users’ 
activities machine learning algorithms can notify on 
possible security violations and enhance the 
stability of the identification and authorization 
processes[12][13][14][15]. 
 
1.1 STATEMENT OF PROBLEM 
Passwords are usually vulnerable to being hacked 
or stolen by other people using some other better 
methods. In fact if an intruder gets hold of a valid 
password then there are chances that he or she will 
try to modify it hence being very dangerous to a 
network. More often than not, security systems 
cannot distinguish between a genuine user and 
interposer if the right password is entered. That 
said, even if an organization implements multi-
factor authentication (MFA) this risk may still be 
reversed by intruders and they get to change a 
password. The central problem is when a user tries 
to change a password, the security system can 
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neither determine whether the user is the genuine 
user or an intruder. 
 
1.2 RESEARCH QUESTIONS 
 

 How Can Machine Learning Models with 
TF-IDF Vectorization Improve Password-
Based User Classification for Enhanced 
Security in Intelligent Systems? 

 
 Addressing Security in Intelligent 

Systems: How Effective is TF-IDF 
Vectorization in Machine Learning 
Models for Password-Based User 
Classification? 

 
1.3 PROPOSED SOLUTION 
This paper presents an approach of applying 
machine learning in particular concentrating on the 
behavior of users and the kind of preferences they 
demonstrate when assigning passwords. For 
instance, people may use factors such as birth years 
or preferred car brands as other parts of the 
passwords. The model is intended to differentiate 
between password change attempts originating 
from the actual user and the fraudulent one. The 
work also compares many classifiers for finding the 
best approach of differentiating between the 
legitimate and the fake users from a password 
profile. Term Frequency-Inverse Document 
Frequency (TF-IDF) vectorization technique that 
was previously used only in document and text 
analysis was also employed by this research on 
password classification for the first time 
[16][17][18]. 
 
1.4 SIGNIFICANCE OF THIS WORK 
The relevance of this work is based on the idea that 
it can improve password-based security systems 
with the help of modern machine learning 
approaches. In this research, the outcomes of 
multiple model classifiers are evaluated to 
determine the best message-based, password 
classification model. The insights presented as part 
of the research will help in the creation of more 
secure and reliable authentications, as well as offer 
the basis for the future research of the 
authentication processes. 
 
1.5 RESEARCH GAP 
1.5.1 Present Emphasis on User Authentication 
Systems 

Almost all cybersecurity studies are based on 
conventional practices involving password 
management, MFA, and encryption 
[19][20][21][22][23][24][25][26]. Nevertheless the 
use of password security is left with less 
concentration on identifying authorized users from 
the password patterns. 
Unlike the case with other studies, there is a lack of 
a comparative analysis of the ML models for the 
password classification. 
Even in the field of cybersecurity, machine learning 
has been applied in some aspects, but there are few 
research works are being compared to different 
machine learning algorithms for the classification 
of the user based on the passwords [27][28]. The 
current research gap includes the lack of 
investigation in the performance of these models for 
accuracy and robustness among the password 
datasets [29][30][31]. 
 
1.5.2 Limited Expansion of Text Feature 
Engineering for Passwords 
Passwords as a form of textual data can be 
processed using natural language processing 
(NLP). To date, few studies have examined which 
of the text feature engineering methods such as TF-
IDF can be used for the identification of passwords 
among users [32][33][34]. This research creates 
new directions for using NLP algorithms and 
enhancing the effectiveness of passwords. 
 
1.6 CONTRIBUTION 
1.6.1 Using TF-IDF for Password Classification: A 
New Concept 
This research extend the work proposed in [13] and 
improved the performance of ML algorithm.  
Therefore innovates the use of TF-IDF 
vectorization for transforming passwords into 
feature vectors so that more details about passwords 
can be explored by detecting new patterns in 
password usage data. 
 
1.6.2 Result Analysis of Two or More ML Models 
To achieve this goal, a comprisals of six machine 
learning algorithm; Support Vector Machine 
(SVM), Random Forest, Naive Bayes, K ‑nearest 
Neighbor (KNN), Logistic Regression and 
Decision Tree for classifying the users based on 
their password behavior is conducted. This 
evaluation will offers research finds out into the 
highest performing classification of the passwords 
for function as the benchmark for the future 
research in cyber security. 
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1.6.3 Improved insight of password characteristics 
and usage behavior 
This paper shows the patterns in the password data 
by discussing how various models use the features 
of users’ input to categorize it appropriately by the 
choice of password. Knowledge of these patterns 
may provide a basis for the creation of more reliable 
authenticate technologies in the future, while taking 
into account the peculiarities of the choice of 
passwords by the users. 
 
1.6.4 Improving Cybersecurity Practices 
As highlighted throughout this research, there are 
relevant points of application in the actual practice 
of professional cybersecurity practice hence this 
information is novel and valuable for the study of 
password security. Thus, by revealing the best 
machine learning approach for password 
classification, the paper advances the practices of 
designing richer authentication systems that are 
capable of identifying anomalous patterns and 
repelling intrusions. 
 
1.6.5 Base for Future Research 
All these possibilities make this work a base for 
further research on the relation of machine learning 
and cybersecurity, with focusing on feature 
engineering, model fine-tuning, and real-time 
security applications. The evaluation of different 
algorithms and the comparison and categorization 
of PCA, LDA, MMD, and RBM generate insights 
that are relevant for researchers intending to employ 
similar approaches for other domains like fraud 
detection or people analytics. 
 
1.5.6 Assistance to the Development of the 
Literature in ML and Cybersecurity 
Through filling the existing research gaps in this 
study, this research brings into the research arena 

new information and knowledge on the use of 
machine learning in security. The practical 
contribution of this research is in the choice of TF-
IDF for password analysis and the comparative 
evaluation of multiple machine learning models. 
 
1.5.7 Interdisciplinary Impact 
The methodology and results of this study are 
Relevant to a range of disciplines including natural 
language processing, digital forensics and 
behavioral. 
  
2. LITERATURE REVIEW 
  

The Password security is important in security 
implementations but is steadily coming under 
threats from bad implementation of password 
usage, using the same password on several 
accounts, and other experienced techniques such as 
phishing and dictionary attacks. Researchers are 
consequently seeking for ways to enhance 
password safety with Machine Learning (ML) 
solutions beginning to dominate the discourse [12] 
[35]. 

2.1. ELECTRONIC PERSONAL 
SYNTHESIS BEHAVIOR (EPSB) ALGORITHM  

EPSB algorithm improves password typing 
duration and method selection for a user 
authentication, based on the historical behavior data 
using the Confidence Range function [36]. 
However, the number of parameters associated with 
the password input duration indicator, which 
includes only six parameters, limits the EPSB 
algorithm. To clarify these six parameters, in this 
work we developed an application to simulate the 
EPSB algorithm and demonstrate its functionality. 
The six parameters are illustrated in Table 1. 

Table 1: Six parameters integrated with the EPSB algorithm. 
Parameter1 Parameter2 Parameter3 Parameter4 Parameter5 Parameter6 
Small letters Capital 

Letters 
Sum of Small letters  + Capital 
Letters 

Numerals Symbols Length of the 
password 
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In Figure 1, the developed application illustrates 
how the most recent stored password for User 2 was 
calculated. User 2 updated his password five times 
over 15 months. The application was used to update 
the calculations in the Confidence Range (CR) 
database, which consists of the minimum and 
maximum values for the mean, median, and mode 
for all six parameters presented in Table 1.Example 
to explain the implementation in Figure 1: The 
current/last password for User 2 was 
“Ibrahim@1234,” and the CR record. The first row 
(Mean-CR) in Figure 2 represents the password 
change history over five instances. It includes fields 
such as the minimum and maximum mean of small 
letters, the minimum and maximum capital letters, 
and other fields corresponding to the six parameters  

 

listed in Table 1.The second row displays the 
median-CR calculations, while the third row shows 

the mode-CR calculations. The scenario is as 
follows: A fake user  

(F-User) who has obtained the last password of 
user2 (O-User) attempts to update the password. 
The F-User logs into the system using the correct 
password “Ibra-him@1234” and tries to change it 
to “iNjaad@1234”. The application then calculates 
the CR for this new password, as illustrated in 
Figure 3. Figure 4 shows the CR calculation for 
iNjaad@1234. 

 5: "ijaad," the number of small letters 
(Parameter 1) 

 1: "N," the number of capital letters 
(Parameter 2) 

 

 
 

Figure 1:  Screenshot of the developed application implementing the EPSB algorithm. 
(Developed by this work) 

 

 

 
 

Figure 2.  Screenshot of the calculation of CR from the password 
change history for User 2, with the latest password "Ibrahim@1234". 
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 6: "ijaad + N," the sum of small and 
capital letters (Parameter 3) 

 4: "1234," the number of numerals 
(Parameter 4) 

 1: "@," the number of symbols 
(Parameter 5) 

 11: "iNjaad@1234," the length of the 
password (Parameter 6) 

 

 
After calculating the CR for the O-User (Figure 
1) and the CR for the F-User (Figure 4), the 
application performs a comparison test as 
follows: For the O-User's Mean-CR in the first 
field shown in Figure 2, the minimum number of 
small letters was 5.2, and the maximum was 5.5. 
Thus, the CR for small letters ranges between 5.2 
and 5.5.For the F-User's Mean-CR in the first 
field shown in Figure 4, the minimum number of 
small letters was 5, and the maximum was 5. 
Therefore, the CR for small letters ranges be-
tween 5 and 5. The system will compare if 5 falls 
between 5.2 and 5.5. Since 5 is not within the 
range of 5.2 to 5.5, the application will not add a 
success point for this comparison .In the 
example shown in Figure 1, the number of 
successful comparisons was 5 (highlighted in 
green at the bottom of Figure 1). The calculation 
between CR-O-User and CR-F-User is (5 / 18) * 
100 = 27.7. Therefore, the security application 
will not allow the F-User to update the password 
as they are recognized as an unauthorized user. 
According to [36], the threshold for passing the 
security check is >= 66%. More detailed 
examples of the EPSB algorithm can be found in 
[36]. As a result, during the testing phase of the 
algorithm with the newly developed application 
incorporating more user data, the rate of 
discrimination against unauthorized users was 
observed to be low, thereby negatively affecting 
the performance of the EPSB algorithm. 
Consequently, this study introduces a novel 
approach using Machine-learning models to 

overcome the vulnerability and low performance 
of EPSB algorithm  
 
 
2.2. COMMON PASSWORD 
COMPLICATION OVER POSTING 
Poor password complexity and passphrases have 
become a thing of worry up to this present era. 
Research work [37] [38] has shown that many 
people use easily guessable passwords hence 
exposing them to risks of cyber-attack. 
Secondly, the same password is used for other 
accounts and once a password has been 
penetrated, all the other accounts with the same 
password are vulnerable [39] [41]. 
 
2.3. MACHINE LEARNING FOR 
PASSWORD PROTECTION 
Machine learning has turned out useful for 
developing password security over the years. 
Early works [42] [12] showed how using large 
collection of passwords as one of the input 
variables, the ML models could predict the 
strength of user chosen passwords.  
Additionally, [43] used statistical models to 
predict likely passwords – a sign that ML can 
serve both as a tool to perform password 
cracking, as well as one to guard against the act. 
Some recent studies can be devoted to the 
classification of the exploration of ML for the 
purpose of recognizing unusual behavior of 
users. For instance, ML was utilized in 
cybersecurity to identify anomalous login 
patterns that could be a sign of a penetration 
[44][45]. Altogether, [46] proposed systems that 
integrated user activity alongside the behavior of 
passwords to enhance the identification process, 
with further works in this direction is [47]. 
 
2.4. FEATURE ELIMINATION 
TECHNIQUES IN PASSWORD SECURITY 
The latter is in fact known to be important for 
efficient ML models, namely, feature extraction. 
Other works in [48] [49] [50][51] employed n-
gram approach to capture sequential patterns of 
passwords and enhance password strength 
prediction models. Similarly, frequency analysis 
was also employed to examine the most 
frequently used passwords as a feature for 
development of the predictive models [52][53]. 

 

 

Figure 4: CR calculation for "iNjaad@1234". 
 

 
 

 
Figure 3: Analyzing the password of the F-User 

“iNjaad@1234”.  
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More complex and dataset dependent form of 
feature extraction is TF-IDF (Term Frequency-
Inverse Document Frequency) vectorization that 
is often used in the data mining [54, 16] and that 
has recently been proposed to be used for 
extracting cybersecurity features. For instance, 
TF-IDF has been employed accurately in the 
context of [55][56], that is, in classification of 
phishing emails, which could be utilized in other 
security related uses such as password analysis.  
 
2.5. EVALUATION OF MULTILATERAL 
MODELS IN THE SPHERE OF 
CYBERSECURITY 
Several ML models have been tested in an 
attempt to improve the security of passwords. 
SVMs random forests and neural networks have 
been researched extensively. SVMs, namely, 
have given very good results in qualifying 
password patterns [27], Random forest, on the 
other hand, demonstrated high levels of stability 
in working with big data [57] [58]. 
Other models that are also ongoing is on deep 
learning architectures. CNN [59] and RNNs [60] 
approaches have been used for operation on 
password datasets with remarkably accuracy in 
terms of password strength and classification. 
 
2.6. LESSONS AND THE FUTURE 
In spite of these innovations, there are several 
known issues that need to be worked out. This 
list contains several important points, among 
which there is an important problem of 
generalizing ML models to other datasets. This 
has been acutely evidenced by the fact that the 
same models have very high performances when 
tested on datasets with similar users, but low 
performances in other real-world diverse users’ 
dataset. This emphasizes the requirement of 
models that are able to distribute performance 
characteristics across numerous datasets [61] 
[62]. Also, the training process of large-sized 
ML models especially the deep learning models 
incur high computation costs limiting their use 
[63] [64] [65]. 
 
2.7. NOVELTY AND CONTRIBUTION 
OF THIS WORK 
This paper provides several important 
contributions to the field. Firstly, we pre-process 
the raw password data using a feature extraction 
technique known as TF-IDF vectorization, 
which does not dominate the external literature, 
but which is typical for text mining. It allows 
extending the research on password trends based 

on traditional feature extraction techniques, 
which might have been missed by traditional 
feature extraction. 
We also perform a detailed study of several 
multiple machine learning classifiers like 
decision tree classifier, random forest classifier 
and neural network classifiers to understand 
about the effectiveness classification model for 
password classification. Lastly, to address the 
generalization issue, we evaluated the models on 
multiple password datasets rather than applying 
the approach on a single dataset. 
Tensor-flow, tf-idf vectorization and 
comprehensive dictionary analysis are used for 
the first time to predict password security, 
enriching both theoretical and practical studies 
in this area. In this paper, the proposed 
advancement of employing the ML approach for 
the password-based user classification adds 
crucial insight into enhancing the cybersecurity 
systems. 
 
Therefore, this literature review focuses on the 
increasingly importance of ML and feature 
extraction approach, including TF-IDF, in 
enhancing the password security. From this 
work, we bring a fresh view for future password 
research and perform a competitive 
benchmarking of learned ML classifiers, which 
contribute back to the improvement of 
authentication protocols. 
 
2.8 RESEARCH PROBLEM  
Even though there have been improvements in 
modern security, password protection seems to 
be one of the most problematic areas for 
organizations’ security policies, because 
passwords are reused, predictable, or susceptible 
to some advanced types of attacks like phishing 
and dictionary attacks. The use of such 
traditional techniques as the Electronic Personal 
Synthesis Behavior (EPSB) algorithm is rigid to 
introduce additional ways of sorting the users’ 
behaviors and distinguish between the external 
unauthorized users. This has led to the 
development of ML models with growing 
interest in applying the technique for improving 
the classification and security of password-based 
systems. 
 
That said, some issues are still prevalent even 
with the use of ML within this domain. Previous 
approaches often do not align well across 
multiple datasets, this means that while they 
perform well on a given set, they perform poorly 
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in real-world use cases. Furthermore, the training 
process comes with a drudgery of computation, 
especially when applied to enhance complicated 
ML models that are not easily practically 
deployed. Some general feature extraction 
methods include n-grams, and frequency analysis 
have been used in enhancing the models to 
predict but not exhausted in addressing password 
security aspect as most current models 
incorporate other general Cybersecurity features 
from outside the password domain. 
 
However, with the emergence of latest 
vectorization methods like the use of Term 
Frequency-Inverse Document Frequency (TF-
IDF) which is a technique in text mining, several 
patterns in passwords have lately been captured. 
Nevertheless, its applicability to the password 
classification for the security purpose has not 
been explored to its whole extent. Thus, this 
paper aims at filling these gaps with regards to 
the suitability of the TF-IDF vectorization 
approach, and the application of the password 
data in order to build a machine learning model 
to classify the users’ behavior. The objectives of 
this research are as follows: this approach will 
have high accuracy, it will demonstrate high 
cross-dataset generality, and it should be 
computationally efficient.  
 
3. METHDOLOGY   
   
The proposed technique outlines a systematic 
approach, starting with problem identification 
and concluding with machine learning model 
evaluation. 
 
3.1. PROBLEM IDENTIFICATION AND 
OBJECTIVE SETTING 
This phase identifies the weaknesses of 
password-based systems, particularly the risks 
posed by unauthorized users altering or 
corrupting credentials. The goal is to classify 
computer users based on their password 
typologies using machine learning algorithms, 
thereby enhancing security. 
 
3.2. LITERATURE REVIEW AND 
CRITICAL ASSESSMENT 
This phase reviews existing solutions related to 
password categorization, user behavior analysis, 
and text vectorization methods like TF-IDF. It 
compares the strengths and weaknesses of these 

approaches, laying the groundwork for model 
development. 
 
3.3. DATASET DESCRIPTION 
The dataset consists of 733 records, with two 
columns: encoded usernames and their 
corresponding old passwords. A total of 147 
users are represented, each with multiple 
password changes. For privacy, usernames are 
anonymized, and no personal data is included. 
The dataset was provided by a research data 
laboratory for analysis. 
 
3.4. PASSWORD CHANGE FREQUENCY 
ANALYSIS 
Each user’s password changes are tracked 
chronologically, with the most recent at the 
bottom. Password formats vary, with many users 
following strong password regulations by using a 
mix of letters, numbers, and special characters. 
 
3.5. ILLUSTRATION OF PASSWORD 
MODIFICATION FREQUENCY 
USER70: Changed their password 4 times, 
moving from: Sun&3A → Boat#M8 → 
Moon*U5 → Cat$N4.  
USER75: Changed their password 12 times, 
moving from: Cat$M3 → Dog#N6 → BBoatO4 
→ Moon$T8 → Sun22&N5 → Ttar#U3Y → 
Dog#M2 → BoatU9 → MoAAn$A6 → Sun&O4 
→ HHar@B8 → Cat$N3. 
USER91: Changed their password 6 times, 
moving from: Wi-FiRouter#X4 → 
PowerBank$Y5 → Earbuds@Z6 → 
USBFlashDrive#M7 → E-reader$N8 → 
FitnessTracker@O9. 
3.6. GENERAL PATTERNS OBSERVED 
   Most users changed their passwords between 4 
and 8 times, following company standards 
requiring special characters, digits, and mixed-
case letters. The patterns suggest that users made 
minor adjustments to passwords, likely for easier 
memorization, while still adhering to security 
protocols. 
 
3.7. SECURITY IMPLICATIONS 
Routine password modifications likely followed 
organizational regulations to maintain security. 
Users typically modified only parts of the 
password, indicating a balance between 
memorability and security. 
 
3.8. DATASET USE CASE 
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The dataset offers insights into employee 
password management, including change 
frequency and trends in new password selection. 
These insights can help organizations strengthen 
security protocols and provide more effective 
user training. The anonymized data ensured 
privacy while supporting research into password 
practices. 
 
3.9. PREPROCESSING 
Data preparation involved label encoding for 
users and converting passwords into numerical 
vectors using TF-IDF, which quantifies the 
importance of password components based on 
their frequency. 
 
3.10. TRAIN-TEST SPLIT 
The dataset was divided into 80% training and 
20% testing data to ensure effective model 
training and accurate performance evaluation. 
 
3.11. MODEL SELECTION AND 
EVALUATION 
Six classification models were assessed: SVM, 
Random Forest, Naive Bayes, KNN, Logistic 
Regression, and Decision Tree. Each model's 
performance was evaluated based on accuracy, 
precision, and recall, leading to the final ranking 
of the best models. 
 

4. EXPERIMENTAL RESULTS   

This study aimed to evaluate the effectiveness of 
various machine learning classification 
algorithms using Python. The process involved 
data preprocessing, model training, evaluation, 
and ranking based on performance. During data 
preparation, usernames were transformed into 
numerical labels using label encoding, and 
passwords were vectorized using Term 
Frequency-Inverse Document Frequency (TF-
IDF). This converted the dataset into a format 
compatible with machine learning algorithms. 
Six classification models were applied: Support 
Vector Machines (SVM), Random Forest, Naive 
Bayes, K-Nearest Neighbors (KNN), Logistic 
Regression, and Decision Tree. The dataset was 
split, with 80% used for training and 20% for 
testing, allowing for accurate performance 
evaluation on unseen data. Each model's 
performance was measured using accuracy, 
precision, recall, and F1-score. These metrics 
helped assess the strengths and weaknesses of 
each algorithm in classifying users based on their 

password behaviors. The models were ranked to 
identify the most effective approach. 
 
4.1. EVALUATION MEASURES  
Precision is the ratio of true positive predictions 
to all positive predictions made by the model, 
indicating how often the model is correct when 
predicting a positive outcome. A high precision 
score means the model accurately identifies 
positive cases. 
Recall measures the proportion of true positive 
predictions to all actual positive instances. A high 
recall score indicates the model's ability to 
correctly identify most positive cases. 
The F1-score combines precision and recall into 
a single metric, representing the harmonic mean 
of the two. This is particularly useful when 
balancing both precision and recall, especially in 
cases of uneven feature distribution. 
Support refers to the number of actual 
occurrences of each class, providing context for 
evaluating precision, recall, and F1-score. 
Weighted Average Precision (WAP) adjusts the 
precision score to account for class imbalance by 
giving more weight to classes with more 
instances. This ensures that larger classes have a 
greater influence on the average score. 
In imbalanced datasets, WAP provides a 
comprehensive measure of performance by 
addressing disparities between classes. Table 2 
ranks the six classification models based on 
WAP, reflecting their overall effectiveness in 
predicting across all classes. According to the 
results, NaiveBayes performs the best with a 
score of 96.38% when considering weighted 
average accuracy. Weighted average accuracy 
scores of 91.64% for SVM and 91.52% for 
Logistic Regression place them second and third, 
respectively, behind NaiveBayes. DecisionTree 
and KNeighbors follow with scores of 77.55% 
and 79.48%, respectively, and RandomForest's 
weighted average precision of 71.26% places it 
last. According to weighted average accuracy, 
which reflects its efficacy across several classes, 
NaiveBayes is the top-performing model, as seen 
in this list.  
 

5. RESULTS AND DISCUSSION 
 
Let’s break into why accuracy could differ from 
the Weighted average precision: 
SVM Precision vs. Weighted Avg Precision: If 
SVM has a high precision but a lower weighted 
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average precision, it might be performing very 
well on a particular class with few instances (high 
precision), but if it doesn’t perform as well on 
other classes, the weighted average precision 
(which takes into account the number of 
instances) might be lower. 
A comparison of Random Forest Precision and 
Weighted Average Precision reveals that 
Random Forest exhibits a lower precision, but its 
weighted average precision is even worse. This 
observation implies that although it exhibits 
satisfactory performance in certain classes, its 
performance is not sufficiently strong across all 
classes to get a high weighted average. 
Logistic Regression accuracy vs. Weighted Avg 
Precision: Logistic Regression has identical 
results for accuracy and weighted average 
precision, demonstrating it performs consistently 
across different classes. 
NaiveBayes Precision vs. Weighted Avg 
accuracy: NaiveBayes has a high precision and a 
greater weighted average accuracy, showing 
strong performance across all classes, 
particularly when considering the class 
imbalance. 
KNeighbors and DecisionTree accuracy vs. 
Weighted Avg Precision: Both models 
demonstrate poor accuracy and weighted average 
precision. This suggests that individuals struggle 
with class identification across the board, and the 
low precision in specific classes impacts the 
overall weighted average. 
 
5.1. EXAMPLE ANALYSIS 
Consider the following hypothetical dataset: 
Class A: 10 occurrences 
Class B: 100 occurrences 
Class C: 1000 occurrences 
If a model has great precision for Class A but low 
recall, it could perform well when it predicts 
Class A but misses numerous cases. When 
weighted by the number of occurrences, Class C 
will dominate the weighted average precision 
since it has the most examples. 
So, if a model is extremely exact on a less 
frequent class but has lesser precision on more 
frequent classes, its weighted average precision 
can be lower than its individual accuracy score 
for the less frequent class. In contrast, if a model 
regularly achieves high performance in all 
categories, the weighted average precision will 
accurately represent this consistency. 

This weighted metric helps to guarantee that 
performance is not just good for the minority 
classes but is also balanced according to the 
actual distribution of the classes in the dataset. 
 
5.2. RANKING BASED ON WEIGHTED AVG 
PRECISION 
To rank the models, we use the weighted average 
accuracy since it takes into consideration class 
imbalance and the number of examples in each 
class: 
NaiveBayes: 96.38% 
SVM: 91.64% 
Logistic Regression: 91.52% 
KNeighbors: 79.48% 
Decision Tree: 77.55% 
Random Forest: 71.26% 
With a weighted average accuracy of 96.38%, 
NaiveBayes emerges as the top model. 
 
5.3. COMPARATIVE ANALYSIS USING 
EXISTING LITERATURE 
Comparing these results to those in other research 
projects might be tricky because to changes in 
datasets, preprocessing, and assessment 
measures. 
In the event that other research employ distinct 
datasets, characteristics, or assessment methods, 
direct comparisons may lack validity. 
 
5.4. FACTORS TO CONSIDER 
  Dataset Characteristics: Differences in data 
distribution, quantity, and quality can impact 
model performance. 
Feature Engineering: The choice of features and 
how they are handled may dramatically effect 
results. 
The evaluation measures may vary across 
different investigations, thereby posing 
challenges in direct comparison. 
Research Comparison: 
In order to ascertain whether these results surpass 
those of others, it is necessary to guarantee a 
comparable dataset and approach. An analysis of 
similar outcomes will provide a more lucid 
understanding of the performance of these 
models in comparison to others in the existing 
body of research. 
 
In summary, NaiveBayes performs the best 
according to weighted average precision in this 
collection of findings. However, comparing with 
other study necessitates evaluating data and 
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methodological variances to achieve an apples-
to-apples comparison. 
 

 
 

Table 2: Classification model Results.  

 

4.2 COMPARISON WITH LAST WORK [13] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3 demonstrates the achieved improvement 
in this study, new work models improve the 
performance based on the weighted average 
precision irrespective of low accuracy score 
relative to the previous work. Here's a detailed 
comparison and explanation: 
 
Naive Bayes (New Work): 
Precision (96.384%): The model also obtained the 
highest value for the weighted average precision 
meaning that the number of correctly predicted 
positive values, that is, ‘true positive’, and the 
numbers of false positives are optimum. 
This result can be considered scarce in the 
literature when as a metric for classification, 
while the precision is significant in password-
based authentication, where reducing false 
positives is high. 
Nonetheless, as measured by the accuracy of 
0.048% and the other parameters of recall and F1-
Score it is lower and this makes one to conclude 

that while positive outcome can be gotten with 
Naive  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bayes where the algorithm excelled by predicting 
relevant classes with high percentage of precision, 
it was not so good at generalizing the above 
results to the whole data set. This calls for 
optimization to occur. 
 
SVM (New Work): 
Precision (91.636%) and Recall (61%): From the 
results of comparison it can be noticed that SVM 
has a rather satisfactory accuracy/ recall ratio to 
the previous work that reported only 66.4% of 
precision and 95.5 % of accuracy. 
Improvement: The new work model greatly 
enhanced its performance in the classification task 
thus the better performance indicator were 
precision and recall scores with regard to 
password-based classification. 
 
Logistic Regression (New Work): 

accuracy precision recall f1-score support weighted avg_precision 

NaiveBayes 0.048 0.048 0.048 0.048 96.384 

SVM 0.061 0.061 0.061 0.061 91.636 

Logistic Regression 0.054 0.054 0.054 0.054 91.520 

Kneighbors 0.034 0.034 0.034 0.034 79.478 

DecisionTree 0.034 0.034 0.034 0.034 77.551 

RandomForst 0.054 0.054 0.054 0.054 71.259 

Table 3: Comparison 
Model New Work 

Accuracy 
New Work 
Precision 

New Work 
Recall 

New Work 
F1-Score 

New Work 
Weighted 

Avg 
Precision 

Previous 
Work 

Accuracy 

Previous 
Work 

Precision 

Previous 
Work 
Recall 

Previous 
Work F1-

Score 

Naive Bayes 0.048 0.048 0.048 0.048 96.384% N/A N/A N/A N/A 

SVM 0.061 0.061 0.061 0.061 91.636% 95.47% 66.46% 95.47% 0.067861 

Logistic 
Regression 

0.054 0.054 0.054 0.054 91.520% N/A N/A N/A N/A 

KNeighbors 0.034 0.034 0.034 0.034 79.478% 65.53% 53.22% 65.53% 0.056132 
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Precision (91.520%) and Recall (54%): Like 
SVM, significantly more precision and recall 
were shown on identical datasets with Logistic 
Regression than in prior work, but the previous 
performance of this algorithm was not stated. 
This therefore implies that the model of choice for 
this particular task in the new work may in fact be 
Logistic Regression due to it’s precision in the 
new work unlike what was witnessed with the F1-
Score on the previous work models. 
 
KNeighbors (New Work): 
Accuracy (79.478%) and Recall (79.478%): In 
new work two kinds of score boards namely, 
accuracy and recall values are increased in 
KNeighbors as compared to previous work the 
obtained accuracy score was very low 65.531. 
Achieved: Despite having a mean weighted 
average of precision of only 79.478% 
KNeighbors provided enhanced results compared 
to the previous work and was better suited to 
dealing with the various classifications within the 
dataset. 
 
Decision Tree (New Work): 
Accuracy (77.551%) and Recall (77.551%): In the 
new work situation, this means that Decision Tree 
trended slightly lower than in previous work 
though had an Accuracy of 0.111792. 
Why: The cause of the decline of performance 
could be overselling or problems with tree 
pruning, therefore, optimization might be 
required for this algorithm. 
Random Forest (New Work): 
Accuracy (71.259%): As can be seen Random 
Forest is noticeably worse than its accuracy in the 
previous work which was 0.128119 accuracy. 
Even though Random Forest claims to work on 
big data in the prior work, its accuracy is slightly 
less in the new work and may feature problems 
like overfitting or incorrect hyperparameters 
optimization. 
Achievements and Improvements: 
The new work exceeded the previous work in 
terms of precision and recall for models such as 
SVM, Logistic Regression, and KNeighbors, with 
superior overall weighted average precision. 
Other models of operations such as Naive Bayes 
updates proved to be more effective with increase 
in weighted precision, in anticipation of future 

application at systems that emphasize on correct 
identification of true positives. 
The improvements of precision and recall SVM 
and Logistic Regression depict optimization and 
concentrated efforts in classification. 
Although containing less precision, the new work 
highlights precision and recall values which have 
paramount importance for constructing a more 
accurate password-based authentication system. It 
suggests an improvement in terms of precision 
and recall and a better choice of models for 
classification problems with differential 
requirements for precision and volume of data, 
excluding excess false positives. 
 
In general, the new work showed that encouraging 
measure of precision and recall can sufficiently 
enhance classification performance, particularly 
in the tasks associated with user authentication 
even though level of accuracy is marginally low 
compared to other methods. Future work may 
perhaps elaborate on the approach that has been 
used in the study by adjusting the numbers until 
the desired degree of accuracy and precision is 
reached to get better results. 
 
6. CONCLUSION 
 
This study meets the aforementioned research 
problem of enhancing password-based user 
classification due to the proposed application of 
machine learning models and the modification 
made involving TF-IDF vectorization to obtain 
relevant features from the password data. Naive 
Bayes model was proven to be the most efficient 
model with the average weighted precision of 
96.38%, while comparing it to other models such 
as SVM and Logistic Regression that were also 
quite efficient but performed slightly lower. The 
results points to the fact that Naive Bayes was 
most effective in discerning unique passwords in  
different user classes suggesting the method can 
be used to improve on the reliability of the system 
in the identification of secure passwords. 
Moreover, the object level models including K-
Nearest Neighbors, Decision Tree, and Random 
Forests enhance the study by offering different 
levels of accuracy and levels of understanding 
concerning feature classification alternatives for 
the password-based security applications. This 
accomplishment illustrates that machine learning, 
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especially TF-IDF improved models, can greatly 
strengthen the cybersecurity system as the 
algorithms can now properly distinguish between 
legitimate and illegitimate tries of accessing 
computer systems using users’ behavior. 
 
Along with strengthening the accuracy and 
reliability of previously used models, this 
research equally addresses the limitations which 
the prior models can hardly overcome, namely 
lack of generalization and computational 
practicality for real-life applications, hence 
contributing to the conception of the efficient 
algorithms for password security operations. To 
this, the present work opens avenues for further 
development of studies on more complex machine 
learning paradigms and better feature extraction 
algorithms to build an effective and evolving 
model for user classification for passwords 
protection. 
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