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ABSTRACT 
 

The proper disease diagnosis is one of the most important steps in medical treatment. In terms of diagnosis, 
one of the most unstable and difficult professions is dermatology. In order to make a correct diagnosis, 
dermatologists regularly need more patients because skin lesions, a deadly disease, can affect people of all 
ages. In order such as intelligent systems to diagnose skin cancer early and more accurately, skin lesion 
detection and categorization are essential. The term "multiclass skin lesions" refers to a group of subtypes 
of skin lesions, including basal cell carcinoma (BCC), melanocytic nevus (NV), melanoma (MEL), actinic 
keratosis (AK), benign keratosis lesion (BKL), squamous cell carcinoma (SCC), dermatofibroma (DF), and 
vascular lesion (VASC). The multi-class classifications are still a difficult task due to the wide range of 
skin lesions and their high similarities. It requires a significant amount of time, and expense to manually 
identify various skin lesions from dermoscopy images. Therefore, it is crucial to develop automated 
diagnostics techniques that can more accurately classify skin lesions of multiple classes. Hence this study 
presents Deep Convolutional Neural Network (DCNN)-based hybrid feature selection is used for multiclass 
skin lesion detection and classification.  The sensitivity, accuracy, and specificity of the architecture that is 
being provided are used to evaluate its performance. 
Keywords:  Dermatology, Skin cancer, Skin lesion, Hybrid features selection and DCNN

 
1. INTRODUCTION 
 
Dermatology studies a wide range of skin diseases 
and conditions, including skin cancer. The external 
appearance of the skin is the primary basis for 
diagnosis in this field of study. As a result, skin 
illnesses are diagnosed using a variety of imaging 
techniques, such as reflectance confocal 
microscopy, dermoscopy, and ultrasound [1]. Skin 
cancer is the most prevalent kind of cancer 
worldwide. There are many different types of skin 
cancers, such as melanoma, intraepithelial 
carcinoma, basal cell carcinoma, and squamous cell 

carcinoma. The epidermis, dermis, and hypodermis 
are the three tissues that comprise human skin. In 
any circumstance, the epidermis' melanocytes can 
manufacture melanin at a remarkably remarkable 
pace [2]. Skin images have been obtained in recent 
years using a range of imaging techniques. 
 
Dermoscopy is a non-invasive imaging method that 
creates an image of the skin's surface using 
immersion fluid and light magnification. The 
straightforward visualization for melanoma 
diagnosis in skin lesions, however, may be 
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imprecise, arbitrary, or challenging to replicate 
because of specialist knowledge. 
Skin lesions are areas of the skin that seem different 
from the rest of the skin. They can be caused by a 
variety of problems and usually resemble patches or 
lumps. The American Society for Dermatologic 
Surgery defines a skin lesion as an abnormal lump, 
bump, ulcer, sore, or pigmented region of the skin. 
Despite the efficiency of dermoscopy in diagnosing 
skin diseases, expert dermatologists find it very 
difficult to correctly classify benign skin lesions 
and malignant melanoma for a considerable number 
of dermoscopy images because of variations in skin 
textures and injuries. 
. 
As a result of technological improvements, a 
number of networked medical tools and apps have 
arisen to revolutionize the medical health care 
system. This facilitates critical online medical 
consultations and the sharing of medical 
information between patients, physicians, and other 
healthcare providers. However, this strategy has 
become widely used as a tailored surveillance tool 
due to the identification of individuals with skin 
illnesses who are at a higher risk of acquiring skin 
cancer [3]. 
A novel imaging technique that improves 
diagnostic precision and may lower mortality is 
dermoscopy. Deeper skin features can be seen in 
high-resolution images obtained using dermoscopy. 
Highly qualified dermatologists visually inspect 
these pictures. This process is time-consuming and 
demands talent and focus. Dermatologists can 
detect skin lesions with speed and accuracy by 
using CAD (Computer Aided Diagnosis) 
technologies. 
 
Segmentation, image pre-processing, feature 
extraction, and classification are the four primary 
stages of a CAD system. It is crucial to remember 
that every step significantly affects the CAD 
system's overall classification performance. Skin 
lesions vary widely in size, color, texture, and 
location in dermoscopy pictures, making lesion 
segmentation—a crucial step in the CAD system 
for precisely detecting skin lesions—difficult. 
Furthermore, when air bubbles are present, it might 
be challenging to recognize and categorize other 
features such hair, blood vessels, ebony frames, 
ruler marks, air bubbles, color lighting, and tumors. 
Therefore, each phase should apply effective 
algorithms to obtain high diagnosis performance 
[4]. 
 

Medical professionals can use machine learning 
algorithms to identify and classify skin lesions in 
photos before making decisions that could affect 
patients' health [5]. Several studies looked at 
different machine learning techniques for 
diagnosing cancer. Most of these research used 
classifiers that had been trained using a set of 
manually created picture features. For correct 
diagnosis and their performance on the chosen 
characteristics of the malignant zone, most machine 
learning techniques demand a substantial amount of 
computational time [6][7]. 
Convolutional Neural Networks (CNNs) and other 
deep learning approaches have proven crucial for 
the automated detection of different types of skin 
disorders. Deep learning has shown promising 
results in image categorization applications. 
Transfer learning and data augmentation are used to 
overcome the shortage of data and lower the 
memory and processing overhead needed for 
picture classification jobs. Scholars have recently 
distinguished between photos of skin lesions using 
CNN architectural models' semantic segmentation 
capabilities[8][9]. 
 
2. LITERATURE SURVEY 
 
To categorize skin lesions, Atharva Jibhakate, 
Vastav Bharambe, Sahil Mondal, Pranav Parnerkar, 
Shamla Mantri, et al. [11] employ deep learning 
and image processing. The HAM10000 (Human 
Against Machine) dataset, which comprises 10,000 
trained photos, is used to train and evaluate skin 
cancer models. The three stages of modeling 
include data collection and augmentation, model 
creation, and prediction of different types of skin 
cancer. The goal of this analysis is to standardize 
and simplify non-invasive skin cancer screening. 
Skin Cancer Detection and Classification Using a 
Parallel CNN Model is presented by Noortaz 
Rezaoana, Karl Andersson, Mohammad Shahadat 
Hossain, et al. [12]. 25,780 pictures of both normal 
and cancerous tissue are included in the dataset; 
they were sourced from kaggle.com. The objective 
is to create a CNN-based model that can classify 
skin cancer into multiple groups in addition to 
diagnosing it. The diagnostic approach makes use 
of deep learning and image processing. Through the 
use of various image augmentation techniques, the 
number of images has also increased. Finally, the 
accuracy of the classification tasks is further 
enhanced by utilizing the transfer learning 
approach. 
Using the transfer learning approach, Honey 
Janoria, Jasmine Minj, Pooja Patre, et al. [13] 
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describe the classification of skin diseases from 
skin photos. Several deep learning-based methods 
for identifying features in different skin cancer 
photos were covered in this investigation. These 
traits can subsequently be utilized to determine the 
type of skin illness using machine learning 
classifiers. Skin image data can be used to classify 
skin illnesses using a transfer learning technique. 
The ability of a Healthcare-Cyber Physical System 
to identify skin lesions is demonstrated by Gourav 
Chowdhary, Neeraj Kumar Toppo, Debanjan Das, 
et al. [14]. Skin lesions of all types can be 
automatically classified using deep learning 
technology, saving time, money, effort, and even 
lives. Among the pre-trained models that were 
evaluated and trained for the purpose of identifying 
dermatoscopic images of skin lesions were 
DenseNet121, DenseNet169, ResNet50, and 
ResNet152. Future work requires the production of 
a much larger dataset. 
To diagnose skin problems from dermoscopy 
images, Kemal Polat, Kaan Onur Koc, et al. [15] 
describe the use of a Convolutional Neural Network 
in conjunction with One-versus-All. The skin 
photos are from the HAM1000 dataset. Before 
being trained and tested, the CNN uses the raw 
dermatological images from the dataset as input. 
According to the findings analysis, this approach 
holds great promise for diagnosing skin conditions 
from dermoscopy pictures.  
A mutual bootstrapping model for automated skin 
lesion segmentation and classification is described 
by Yutong Xie, Yong Xia, Jianpeng Zhang, and 
Chunhua Shen et al. [16]. A coarse segmentation 
network (coarse-SN), an enhanced segmentation 
network (mask-CN), and an enhanced segmentation 
G. Durgadevic, K. Sujatha, R.S. Ponmagal, and V. 
Srividhya aL. Madheshwaran V et al. [17] show 
how to detect and classify skin lesions based on 
vision using deep learning neural networks. This 
study has created a sophisticated method for 
identifying skin cancer by modifying the intensity 
level during the pre-processing phase using high-
performance image-based machine learning 
algorithms. The next steps in this method include 
segmentation and feature extraction from the area 
of interest in the skin lesion. This approach uses 
images from open-source databases such as DermIS 
and DermQuest. Preprocessing includes edge 
detection and filtering. The recognition efficiency 
of the integrated machine vision melanoma 
detection system was much improved. 
G. Durgadevic, K. Sujatha, R.S. Ponmagal, and V. 
Srividhya aL. Madheshwaran V et al. [17] show 
how to detect and classify skin lesions based on 

vision using deep learning neural networks. This 
study has created a sophisticated method for 
identifying skin cancer by modifying the intensity 
level during the pre-processing phase using high-
performance image-based machine learning 
algorithms. The next steps in this method include 
segmentation and feature extraction from the area 
of interest in the skin lesion. This approach uses 
images from open-source databases such as DermIS 
and DermQuest. Preprocessing includes edge 
detection and filtering. The recognition efficiency 
of the integrated machine vision melanoma 
detection system was much improved. 
Amirreza Mahbod, Rupert Eckery, Chunliang 
Wang, Gerald Schaeferz, Isabella Ellinger et. al 
[18] demonstrates Vision based Identification and 
Order of Skin represents Skin Sore Arrangement 
Utilizing Half and half Profound Brain 
Organizations. For the purpose of classifying skin 
lesions, it is considered a computer system that 
integrates enhanced deep features from many well-
known CNNs and from various levels of 
abstraction. This system is completely automatic. 
Deep feature generators are AlexNet, VGG16, and 
ResNet-18, three pre-trained deep models. Support 
vector machine classifiers are then trained with the 
extracted features. The classifier outputs are 
combined in a final step to generate a classification. 

Jordan Yap, William Yolland, Philipp Tschandl et. 
al. [19] uses deep learning to classify multimodal 
skin lesions. A new dataset with 2917 cases was 
used for the experiments, each of which includes 
patient metadata, a macroscopic image, and a 
dermatoscopic images. The outcomes demonstrated 
that in both binary melanoma detection and 
multiclass classification, our multimodal classifier 
outperformed a baseline classifier that only utilizes 
a single macroscopic image. However, because it 
only included cases with a pathological diagnosis, 
this study exhibits the usual verification bias. 
Ilker Ali OZKAN, Murat KOKLU et. al. [20] offers 
Machine Learning Algorithms for Skin Lesion 
Classification. The goal of this study is to create a 
decision support system that should make it easier 
for doctors to make decisions, which uses machine 
learning to pre-classify the skin lesions into three 
categories: melanoma, abnormal, and normal. This 
research, which makes use of four different 
machine learning methods, focuses on skin lesions 
that are based on PH2 datasets of dermoscopy 
images. [21][22] 
 Various research works have been described for 
skin lesion classification and detection using 
different kinds of datasets. However, those 
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approaches are accurate for single lesion detection 
but for different skin lesion detection they are not 
accurate, time consuming and large datasets are 
required. Hence in order to solve these issues, 
multiclass skin lesion detection and classification is 
presented where combination of two popular 
datasets namely HAM1000 and SIIMs ISIC 2020 is 
used. [23] 
 
3. SKIN GRAZE UNCOVERING AND 

CATALOGUING 
 
Therefore, this work introduces hybrid feature 
selection based on Deep Convolutional Neural 
Network (DCNN) for skin lesion detection and 
classification. The architecture of the model is 
displayed in Fig. 1.  
Two datasets, HAM10000 and the SIIM ISIC2020 
challenge dataset, are used in this work for the 
experimental process. For both datasets, the 
following information is given: The HAM1000 Set 
is one of the biggest datasets available to the public 
through the ISIC repository. It is called "Human 
Against Machine (HAM) with 10,000 training 
images" and has 10,015 dermoscopy images in 
total. These images are used to identify pigmented 
skin lesions.  
Several photos in this collection are classified into 
seven classes: benign keratosis (bkl = 1122), 
melanocytic nevus (nv = 7815), dermatofibroma (df 
= 226), vascular lesion (vacs = 226), melanoma 
(mel = 2224), actinic keratosis (akiec = 437), and 
basal cell carcinoma (bcc = 625). The collection 
contains photos of skin lesions from 54% of women 
and 64% of males. 

The 44236 dermoscopy training images from the 
ISIC 2020 challenge dataset represent a variety of 
benign and malignant skin lesions in over 2,000 
people. Each photograph is linked to one of these 
patients with the help of a unique patient 
identification number. In every instance where a 
malignant diagnosis was confirmed, histopathology 
was employed; in every instance where a benign 
diagnosis was confirmed, either expert agreement, 
long-term follow-up, or histopathology was used. 
The patient's skin photos are used as query images 
to determine whether or not they have any skin 
lesion diseases. This method will be used to 
identify and categorize any skin lesion diseases 
they may have. The photograph will be identified as 
having healthy skin if it shows no signs of skin 
disease or lesions. 
 The datasets perform three distinct tasks: lesion 
segmentation, attribute detection, and sickness 

categorization. Over 10,000 photos from seven 
distinct categories make up this dataset for the 
classification tasks. Pre-processing of the raw data 
is necessary for detection processes since the data 
may contain noise. 
 

 
 
 
 
Using filters is one preprocessing method for 
eliminating noise. Noises like Gaussian speckle 
noise, Poisson noise, and salt and pepper noise can 
be eliminated by using filters such the Gaussian 
filter, adaptive wiener filter, adaptive median filter, 
mean filter, and median filter.The presence of 
noise, such hair, could lead to an incorrect 
classification of skin lesions. Images that are 
pertinent Using pre-processing techniques 
including normalization, localization, color 
correction, hair removal, vignette removal, image 
smoothing, and contrast adjustment, noises should 
be reduced or eliminated. Accuracy would rise with 
a suitable collection of pre-processing jobs. The 
first step involves the region of interest (RoI) 
detection and format conversion procedures. Once 
the RGB (Red Green Blue) image has been 

Fig. 1: The Design Of Offered Model 
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converted to grayscale, the top hat filtering 
technique is used to identify the thick and black 
hair in the dermoscopy image. The input and output 
photos differ significantly based on the outcomes of 
the previous procedures. 
 

 𝑍௪ = 𝐺𝑜𝑏 − 𝐺    (1) 
 
The closing function is denoted by o, G stands for 
the input grayscale image, while b stands for the 
grayscale designing component. Finally, the nearby 
pixel values take the place of the hairline pixels 
during the painting process. 
Although the segmentation stage appears to be the 
easy to understand, it is yet an important process. In 
order to ensure that clinical feature segmentation 
and the creation of features used for classification 
can both have an impact by the segmentation of 
skin lesions. The background needs to be 
differentiated from the lesion in this case, the skin 
and other artifacts during this phase. Generally, the 
separation appears as a binary image (also known 
as a binary mask), is a common way to show the 
separation. In a binary image, labels are given to 
the lesion region and the removed background skin. 
After the lesion region was separated from the 
background, the clinical features would be 
segmented. Different global characteristics, such as 
border irregularities and information about 
asymmetry, would be revealed by the segmentation. 
 One of the essential requirements for evaluating 
image quality is contrast enhancement. The 
improvement of image quality over the original 
image is the main goal of this step. The primary 
goal is to increase the lesion region's contrast so 
that the region of interest may be extracted with 
simple (ROI). The term "local color-controlled 
histogram intensity values" (LCcHIV) refers to a 
hybrid contrast stretching approach. After 
generating a histogram of the input image, this 
method combines the variance values to identify the 
affected pixels. A further refinement process called 
Histogram Equalization (HE) is applied to the 
generated variance value-based image. A fitness 
function is used to later increase and modify the 
intensity values in accordance with the lesion and 
background regions. First, the following steps are 
taken to calculate the image's Hxy histogram: 
 

ℎ௙(𝑘) = 𝑂௝    (2) 
 
Where f indicates the frequency of occurrences, Oj 
represents the occurrence of grey levels, and j ∈ 0, 
1, and 2 . . . K-1 and hf (k) is the histogram of an 

image Hxy. Equation shows the range of infected 
pixels, which is determined using hf (k). 
 

ℎ௙(𝑘) =෫ ℎ௙(𝑘)[𝐼௝]௞ଵ,௞௡   (3) 
 
Where j denotes the pixel values and Ij denotes the 
infected region patch. The entire infected region is 
denoted by the hf (k), and the variables of k1 to kn 
represent the size of the affected region. After, the 
equation is used to calculate the variance of the 
entire image. 

𝜎ଶ൫𝐻௫௬൯ =
1

𝑀𝑁
෍ (𝐻௜௝)ଶ − 𝜇ଶ   (4)

ெିଵ,ேିଵ

௜ୀ଴,௝ୀ଴

 

Where 𝜇 =
∑ (ு೔ೕ)

ಿషభ,ಾషభ
೔సబ,ೕసబ

ெே
 (4) 

 
Saliency-based techniques are not more accurate 
than CNN-based algorithms, while being easier to 
use. For the detection approach, the CNN-based 
algorithms need a large number of ground truth 
images to train a model. Deep Saliency 
Segmentation (DSS), a revolutionary skin lesion 
identification technology, is used in this work. The 
suggested method works as follows: (i) The design 
of a basic CNN model consists of 10 layers; (ii) 
The features of the final convolutional layer are 
shown and merged into a single image; (iii) It 
calculates the super pixels of the concatenated 
image; (iv) the final segmentation is based on a 
threshold; and (v) Skin lesions are located by 
drawing boundaries on segmented areas using an 
active contour method. 

Some connections are removed from the 
ResNet101 CNN Model, along with the creation of 
direct connections between the layers. Through the 
use of "bottleneck" building components, 
ResNet101 lowers the parameters. The initial 
building block, Conv2, which is made up of three 
blocks with three convolutional layers each, 
represents the first convolutional layer, Conv1. The 
network has five convolutional blocks. The third 
convolutional layer consists of four distinct parts. 
Three and twenty-three building blocks, 
respectively layers four and five of the 
convolutional model. The fully connected (FC) 
layer, which is utilized for classification, makes up 
the last layer. 

DenseNet201 successively concatenates all of its 
features. This architecture's first convolutional layer 
has a stride of [2, 2] and a 7 x 7 filter size. This is 
followed by a max-pooling layer with a 3 x 3 filter 
size. A dense block is then added, each of which 
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has a convolutional layer of sizes 1x1 and 3x3. 
Reducing the computational cost and feature 
mappings are the main objectives of putting this 
1x1 convolutional layer into practice. 
Convolutional bocks are now incorporated into 
each of the architecture's four dense blocks. The 
sizes of convolutional blocks are 6, 12, 48, and 32, 
in that order. Each thick block is followed by a 
transition layer. An FC layer for final classification 
has been implemented after the fourth dense block, 
and a 7 x 7 global average pooling layer follows. 

Understanding high-dimensional data and 
projecting it into low-dimensional environments 
(such as 2D or 3D) is the main application of T-
SNE. It becomes quite useful because CNN 
networks are integrated. T-Distributed Stochastic 
Neighbor Embedding (T-SNE) is a non-linear, 
unsupervised approach to analyzing and presenting 
high-dimensional data. A feature vector is an 
ordered array of numerical characteristics of 
phenomena that have been observed. It serves as an 
input feature for a machine learning model that 
makes predictions. Humans are capable of making 
decisions through the analysis of qualitative data. 
The dataset is first balanced for the multiclass 
classification in this research using a data 
augmentation phase.. In order to achieve this, the 
original image has been transposed, rotated to the 
right, and rotated to the left. After the skin classes 
are balanced, two pre-trained deep learning models, 
ResNet101 and DenseNet201, are employed. The 
Multiset Maximum Correlation Analysis (MMCA) 
technique is applied to feature fusion. 

4.  RESULT ANALYSIS 
 
This work implements hybrid feature selection 
based on Deep Convolutional Neural Networks for 
multiclass skin lesion detection and classification. 
This investigation shows the outcome of the hybrid 
feature selection based on Deep CNN used for the 
provided Multiclass skin lesion classification. Two 
datasets—the HAM1000 Dataset and the ISIC 2020 
Challenge—are used for the experimental 
investigation. The following definitions of the 
confusion matrix parameters—True Positive (TP), 
True Negative (TN), False Positive, and False 
Negative (FN)—are used to assess the performance 
of the architectures that are being presented:  
TP: if an instance is actually positive despite being 
correctly classified as positive. 
TN: If an instance is actually negative and correctly 
classified as negative. 

FP: if an instance is incorrectly categorized as 
positive when it is actually negative. 
FN: if an instance is incorrectly categorized as 
negative but is actually positive. 
Accuracy: It is given as the ratio of instances 
correctly detected to the total number of instances. 
 

Accuracy =
TP + TN

TP + FP + TN + FN
   (5) 

 
Sensitivity: It is sometimes referred to as True 
Positive Rate (TPR), and it is referred to as the ratio 
of actual positive cases to true positive cases. 

Sensitivity =
TP

TP + FN
   (6) 

Specificity: The definition is given as the ratio of 
true negative instances to actual negative instances 
(FP + TN). 

Specificity =
TN

TN + FP
 (7) 

The Fig. 2 shows the confusion matrix. 

 
 
 
The Table 1 represents the performance metrics of 
presented architecture and presented architecture is 
compared with ML approaches. 
 
 
 
Performance 
Metrics 

ML based  
Multiclass 
skin lesion 
classification 
approach 

Presented 
approach 

Sensitivity (%) 92.3 96.4 
Specificity (%) 89.1 95.6 
Accuracy (%) 93.3 97.5 
   
The sensitivity comparison between the proposed 
DCNN approach and the ML-based approach is 
displayed in Fig. 3. Figure 3 makes it evident that 
the architecture being shown is more sensitive than 
ML-based systems. 

Table 1: Performance Measures 

Fig. 2: Confusion Matrix 
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The specificity comparison between the proposed 
CNN approach and the ML-based strategy is 
displayed in Fig. 4. As a result, the DCNN method 
is more sensitive than ML-based methods. The 
accuracy comparison between provided and ML-
based techniques is displayed in Fig. 5. 

.

 
 
As a result, the DCNN method is more sensitive 
than ML-based methods. The accuracy comparison 
between provided and ML-based techniques is 
displayed in Fig. 5. 

 
 
 

According to the results, multiclass skin lesions 
were correctly identified and categorized using a 
hybrid feature selection method based on DCNN. 

5.  CONCLUSION 
 
This study describes the use of hybrid feature 
selection based on deep convolutional neural 
networks for skin graze discovery and cataloging. 
This architecture makes use of two datasets: 
HAM1000 and ISIC2020challenge. To improve the 
provided architecture's classification accuracy, two 
CNN models—ResNet101 and Dense201—are 
employed. KLEM is used to categorize the many 
kinds of skin lesions. The provided architecture's 
performance is evaluated using sensitivity, 
accuracy, and specificity. The skin lesions have 
been successfully identified and categorized by the 
architecture that has been displayed. The provided 
design performs better in terms of sensitivity, 
accuracy, and specificity when compared to ML-
based architectures.To achieve 100% multiclass 
skin lesion detection and classification accuracy 
and to accurately diagnose skin lesion disorders, a 
deep learning-based hybrid classifier approach will 
be introduced in the future. 
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