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ABSTRACT 

For the purpose of health care imaging, accurate breast cancer (BC) identification and classification is a 
critical task because of breast cancer tissue is too complex. BC is primary reason for women death with 
cancer. Due to potential strongest of deep learning in extraction of dominant features. In this paper, hybrid 
model is proposed for automated identification and treatment of BC namely EDNet-SVM i.e. Encoder-
Decoder Net with SVM i.e., Support Vector Mechanism. The deep potential characteristics are extricated 
from EDNet and then breast cancer classification is done using SVM. EDNet is composition of Encoder and 
decoder and features are derived using long short term memory (LSTM). The segmented images are 
constructed using histogram equalization and morphological operations and feed to the EDNet for deriving 
optimal features from the breast cancer images which includes local features. The proposed EDNet-SVM 
model shown the high accuracy of 98.44% on considered freely available dataset BreastHis dataset and 
96.34% on MIAS dataset. This paper listed performance values of three kernels of SVM (linear, cubic and 
Gaussian). The test outcomes concluded that the proposed model is superior than the existing state of art 
models. .  
Keywords: Identification, Breast cancer, Support vector mechanism, long short term memory, local features.  

1. INTRODUCTION  

Cancer tumours grow abnormally and invade 
surrounding tissues. Benign and malignant 
tumours exist. Benign tumours contain 
noncancerous cells that grow locally and don't 
spread. Malignant tumours contain cancerous 
cells that can multiply uncontrollably, spread, and 
invade tissues. 2021-07-29 According to a 2012-
2016 survey in India, 74.3 percent of localised 
breast cancer patients and 70.1% of locoregional 
breast cancer patients received multi-modality 
treatment. Due to their size, shape, and location, 
identifying and localising cancer cells in BC 
images is difficult. Other breast abnormalities 
include mastitis, adenopathy, and granuloma [1]. 
Machine learning (ML) techniques are used for 
educational prediction [2-4], bankruptcy 
prediction [5-7], pattern recognition [8–11], 
image editing [12-14], feature reduction [15-17], 
fault diagnosis [18- 20],  

recognition of micro expression and face[21-23], 
conventional processing of language[24-25], 
diagnosing the patients[26-28]. It's especially 
useful for diagnosing BC. In recent decades, 

many researchers have suggested hypothesis for 
the stratification of automated BC. Some 
researchers have utilized nucleus analysis to 
classify cells as benign or malignant. The system's 
efficiency and accuracy degrade because of the 
complexity of traditional ML methodologies like 
initialisation, sub division, and extraction of 
features. DL can mitigate conventional challenges 
that are related to ML. This method is great for 
classificationof image and localization of objects.  
CNNs are famous algorithms that are related with 
DL. The structure of 2D image input alters the 
architecture of CNN[29-30]. In Chinese females, 
it is estimated that about 19.2% of new cancer 
cases are related with BC. Further 12.2% of newly 
diagnosed cancer cases are with BC and about 
9.6% death rate is with this aspect[31-32]. Yearly 
screening deceases the morbidity related with BC. 
Mammography is the best suite for the screening 
of breast abnormalities and it also contains certain 
drawbacks like exposure to X-ray, discomfort to 
the patients, less sensitivity in the case of denser 
breasts and 7-10% negative or positive 
biopsies[33-34]. BUS i.e., Breast Ultrasound 
imaging technique is a non-invasive, economical 
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and fast imaging tool for the identification and 
treatment of breast masses in China and it is 
utilized to differentiate malignant from beginning 
masses and in this screening, the diagnostics 
check for suspicious abnormalities in breast and 
they conclude malignancy depending on the 
indicators of the image like posterior features, 
orientation and shape [35-36]. The ACR 
(American College of Radiology) has designed 
and developed the report of breast image and data 
system (BI-RADS)  to normalize the 
assessment of masses of breast depending on 
margins, shape, orientation and echo patterns and 
acoustic features[35]. Despite, BI-RADS 
furnished the standards for assessment, the 
identification of mass features differ in terms of 
inter-osberver variability, that indulge improper 
usage of term and various levels of exposure[38]. 
Past studies concluded that low values of kappa 
coefficient = 0.29 to moderate intra-observer 
aggrement within BI-RADS features and this is 
not enough to differentiate malignant from benign 
lesions[39-40].  

Ting et al. [41] used a CNN to classify 
BC-lesions with input layer as one and hidden 
layers as twenty eight and output layer as one. 
FWDA prevented over fitting. Their method had 
89.47%,90.50% and 90.71% sensitivity, 
accuracy, and specificity respectively. Toçar et al. 
[42] suggested BreastNet and it contains pooling, 
convolution, residual and blocks with high 
density. This approach accuracy is 98.80% and it 
has outperformed VGG-19, VGG-16 and AlexNet 
Abbas [43] concluded a variable multi layer 
architecture related to DL in order to classify 
benign and malignant regions of breast and it has 
four stages to extract the invariant features makes 
them into deep invariant features and to learn 
decision making characteristics. In [43], the 
MIAS dataset had 92% sensitivity, 84% 
specificity, 91% accuracy, and 0.91 AUC. Sha et 
al. [44] utilized the  dataset to automatically detect 
and stratify BC. Their method used CNNs and 
grasshopper optimization and it has acquired the 
sensitivity, accuracy and specificity as 96%,92% 
and 93% respectively. Using a CNN, Charan et al. 
[45] detected B C and it has 6 number of CNN, 04 
number of average pooling and 3 numbersof fully 
connected layers and utilized the function of 
softmax to classify the 224x224 input image. 
Using MIAS, this network's accuracy was 65%. 
Wahab et al. [46] utilized a pre-trained CNN to 
classify mitoses. In this they had the aspects of 
recall, precision and F-measure a 0.8, 0.5 and 
0.621. Lotter et al conducted and furnished a 

model for multi classification of BC that utilizes a 
pre-trained network of ResNet50 and it classifies 
lesions a calcifications, architectural distorstion, 
mass, focal asymmetry or null and it has the 
values of sensitivity, specificity and AUC as 
96.2%, 90.9% and 0.94 respectively. Jiang et al. 
[48] improved the categorization accuracy of BC 
in TL by a pre-trained network. On the BCDR-
F03 dataset, GoogleNet and AlexNet approached 
0.88 accuracy. Khan et al. [49] proposed a model 
where in the characterstics of the image of a breast 
are extracted by utilizing the ResNet, GNet and 
VGGNet and it has an accuracy of 97.525% 
utilizing a role model dataset. Cao et al. [50] 
improvised the BC categorization performance on 
TL by not taking network layer fine tuning 
(ResNet-125). They combined feature groups 
using random forest dissimilarity. The "ICIAR 
2018" dataset improved classification accuracy to 
82.9%. Deniz et al. [51] acquired an accuracy of 
91.37 percent, better than five others. Celik et al. 
[52] acquired an accuracy of 92.38% F-score and 
91.57% accuracy.  

The techniques related with DL have 
gained its existence in CAD systems to identify 
the BC during these days[53-56]. As per the 
modalities of data, such CAD systems are 
classified into 5 categories and they are 
ultrasound, mammogram, histopathologic and 
magnetic resonance imaging and has acquired 
better results[55-63]. ME CNN acquired an 
accuracy and sensitivity percentages of 96.4 and 
97.7 respectively on breast MRI images. 
MSGRAP is a channel attentive architecture and 
contains multi scale grid average pooling and its 
segments have an accuracy of 97.8% and 80.4% 
accuracy and sensitivity.   

The contribution of this paper as follows: 

1. The segmented images with 
morphological operations and other 
histogram methods as augmented images 
for increasing accuracy. 

2. Potential features are derived wirh 
EDNet and used SVM is used to breast 
cancer image classification. 

3. Combined spatial information of images 
with deep learning models for better 
accuracy.  

2. SUGGESTED MODEL   

The suggested model is designed using encoder-
decoder network with SVM. EDNet-SVM model 
is contribution of this study. In EDNet, features 
are derived using long short term memory 
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(LSTM) by taking segmented images as input and 
derived features. The propose model is given as 
follows:  

 

Fig. 1: Basic Architecture Of Segmentation Process. 

 

To observe abnormalities in more accurate, pre-
processing is one of the crucial step in any 
application. In breast cancer images, tumor 
regions are automatically extricated utilizing 
some  techniques related to segmentation which 
results are more precise.  

 

 

Fig.2: Morphological Operations Used In For Pre-
Processing. 

This work utilizes removal of noises, equalization 
of histogram and analyzing the morphs is done 
before the process of segmentation. 

1. Noise removal : 
Form mammogram images, the noise 
will be removed using 2D mean filter of 
a size 3x3. Here total image is processed 
in 3x3 convolution (overlapped) manner 
and every time central pixel is replaced 
with mean 9 (3x3) elements. 

2.  Equalization of Histogram(HE): 
Equalization of Histogram is utilized to 
improve the image contrast. In this same 
intensity value is uniformly distributed 
in total image. By applying of the HE, 
abnormality is visibility is increased in 
mammogram. 

3. Morphological operations: 
Morphological operations are used for 
removing non-breast regions before 
segmentation. In this morphological 
operations, structuring element (SE) is 
used to extract relevant structures from 
mammogram. The following operations 
are used in this work. 
Image open (IO): 
Input image is I and structuring element 
is SE and then open operation is defined 
as follows: 
 

𝐼𝑂 = (𝐼 ⊖  𝑆𝐸)  ⊕ 𝑆𝐸                                                             
(1) 

Image close (IC): 
Similarly IC can defined as follows: 
 

𝐼𝐶 = (𝐼  ⊕ 𝑆𝐸) ⊖  𝑆𝐸                                                              
(2) 

White top-hat (WTH):  
WTH can be defined as  

𝑊𝑇𝐻 = 𝐼 − 𝐼𝑂                                                                          
(3) 

Black top-hat (BTH): 
 

𝑊𝑇𝐻 = 𝐼𝐶 − 𝐼                                                                         
(4) 

Mathematical Morphology (MM) : 
𝑀𝑀 = 𝐼 + 𝑊𝑇𝐻 − 𝐵𝑇𝐻                                                           

(5) 
 

4. Segmentation 
To reduce computation time and to find 
exact a region which is most effected by 
cancer, this paper is using a threshold –
based segmentation [92]. 

5. Resizing of image: 
The red, green and blue (RGB) breast 
cancer image is resized to match EDNet 
architecture. 

6. Splitting of Data 
The total dataset is divided into training 
and testing in the ration of 80:20 to 
evaluate performance of proposed 
model. 

7. Data augmentation  
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In deep learning models data 
augmentation is common step to 
increase the size of the dataset when the 
dataset size is very less. In this work, the 
segmented images are rotated clockwise 
direction and then flipped. The rotations 
are 90o, 180o, 270o and 360o and flipped 
vertically.  

The segmented images of breast cancer images is 
given in Fig.3  

 

(a) (b) 

(c) (d) 

 

Fig.3: Ultrasound Beast Tumor Image B) 
Enhancement Breast Tumor Image C) ROI Shape Of 

Breast Tumor Image D) Segmented Breast Tumor 
Image. 

 

 

Fig.4: The Proposed Model Block Architecture. 

The proposed model is given in Fig.4. This 
research uses EDNet (Encoder-Decoder Network) 
for extracting deep features. For this network, 
input is segmented image (Threshold based 
segmented image). Since the size of feature map 
is less, a De-convolution layer is utilized to make 
it bigger and help the Roi projection, that forecasts 
the bounding box for evey super fixal to 100 
feature map and the cropped characteristics are 
pooled into a fixed constant size by Roi pooling 
layer; we then introduce a super-pixel attention 
mechanism. Some non-important region 
components may look important, while important 
body parts may look different and be missed. 
Human vision prevents mistakes by glancing 
around. Neural networks can replicate this by 
expanding each super-perception pixel's field and 
reducing confusion. 

Here ai output layer and it is estimated by the 
equation  

𝑎 =   ∑ 𝛿. 𝑓 ∈ெ() (6) 

 

Where M(i) is neighbor of the ith super pixel. Fj is 
feature vector and 𝛿 is coefficient which is 
calculated using 

𝛿  =  


ೄೕ

∑ 
ೄೕ

ೕ∈ಾ()

 ,   𝑆𝑖𝑚 =  𝑓
் . 𝑀𝑓(7) 

M = fully connected layer’s weight matrix 

Simij = Similarity in between 2 featured vectors 

Much more attention scope is given to every super 
pixel and is confined in its adjacent neighbors that 

Fixed size representation  
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results in a sharp decrease in the similarity time 
when compared with traditional global mode.   

2.1 Extraction of features using decoder  

Structure of bidirectional LSTMs: the proposed 
bidirectional LSTMs is designed using basic 
LSTM. The cell structure and pre-requisites are as 
follows. 

𝑓 =  𝜎 ( 𝑊 . ℎ௧ +  𝑈 . 𝑦௧ିଵ +  𝑏)(8) 

𝑖௧ =  𝜎 ( 𝑊 . ℎ௧ +  𝑈 . 𝑦௧ିଵ +
 𝑏)                                                 (9) 

𝑔௧ =  𝑡𝑎𝑛ℎ ( 𝑊. ℎ௧ +  𝑈. 𝑦௧ିଵ +  𝑏)(10) 

𝑜௧ =  𝜎 ( 𝑊 . ℎ௧ +  𝑈 . 𝑦௧ିଵ +  𝑏)(11) 

𝑐 =  𝑓௧  ° 𝑐௧ିଵ +  𝑖௧  °𝑔௧(12) 

ℎ௧ =  𝑜௧  °  tanh (𝑐௧) (13) 

Where f is forget, I is the input, o is the output and 
g is the gates of data processing. 𝜎is sigmoid 
function , c and h is the cell and hidden state.  

So as to collect the spatial data, this paper using 
2- bidirectional LSTMs are used. One for 
segmented and another one is the skipping 
LSTMs. These two layers used for extracting the 
internal relation in different directions.  

The proposed LSTM used in the decoder as first 
layer and its structure is formulated as follows: 

𝑓 =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈 . ℎ௧ିଵ +  𝑏)                                             
(14) 

𝑖௧ =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈 . ℎ௧ିଵ +  𝑏)(15) 

𝑠௧ =  𝑓ெ௨௧௬  ( 𝜎 ( 𝑊௦. 𝑥௧ +  𝑈௦. ℎ௧ିଵ +  𝑏௦)(16)  

𝑔௧ =  𝑡𝑎𝑛ℎ ( 𝑊. 𝑥௧ +  𝑈. ℎ௧ିଵ +  𝑏)(17) 

𝑜௧ =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈. ℎ௧ିଵ +  𝑏)(18) 

𝑐 =  𝑓௧  ° 𝑐௧ିଵ° (1 − 𝑆௧ିଵ +  𝑖௧  °𝑔௧(19) 

ℎ௧ =  𝑜௧  ° tanh(𝑐௧ )(20) 

The symbols meaning is same as basic LSTM 
cell. Here segmented gate is introduced (st) to find 
image boundaries.  FMulty is used for classifying n 
human actions recognition.  

Another LSTM is used to skip the states having 
similar features. The internal structure of this as 
follows: 

𝑓 =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈 . ℎ௧ିଵ +  𝑏)                                                         
(21) 

𝑖௧ =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈 . ℎ௧ିଵ +  𝑏)(22) 

𝑝௧ =  𝑓ெ௨௧௬  ( 𝜎 ( 𝑊. 𝑥௧ +  𝑈. ℎ௧ିଵ +  𝑏)                                               
(23)  

𝑔௧ =  𝑡𝑎𝑛ℎ ( 𝑊. 𝑥௧ +  𝑈. ℎ௧ିଵ +  𝑏)(24)  

𝑜௧ =  𝜎 ( 𝑊 . 𝑥௧ +  𝑈. ℎ௧ିଵ +  𝑏)(25)  

𝑐 =  𝑓௧  ° 𝑐௧ିଵ° (1 − 𝑆௧ିଵ +  𝑖௧  °𝑔௧                                                                  
(26)  

ℎ௧ =  𝑜௧  °  tanh (𝑐௧ )                                                                                   
(27) 

All symbols meaning is same as previous. The 
additionally pt is added where this is the skipping 
gate is utilized to check the status is updated or 
not.  

3. RESULTS AND DISCUSSION 

 BreakHis termed as Breast Cancer  
Histopathological Image Classification contains 
9109 microscope photographs of breast tumor 
tissue which was collected fro 82 patients with an 
X value of 40,100,200 and 400. 2480 and 5429 
benign, malignant samples with a pixel size of 
700x460, 3-channel RGB, 8-bit depth for every 
channel and in PNG  format is taken and the 
database is created by collaborating with P&D 
Laboratory in Parana, Brazil 
(www.prevencaoediagnose.com.br). This 
particular dataset is very much useful for the 
researchers in order to evaluate and can be a 
setmark. Histologically benign answers to a lesion 
that doesn't meet malignancy criteria, such as 
cellular atypia, mitosis, basement membrane 
disruption, or metastasis. Benign tumours are 
"innocent," slow-growing, and localised. Cancer 
is a malignant tumour that can invade, destroy, 
and metastasize to cause death. 

Table 1: BreakHisstatistics of images. 

X Benign Maligant Total 
40 652 1370 1995 

100 644 1437 2081 
200 623 1390 2013 
400 588 1232 1820 

# images 2480 5429 7909 
 

Mammographic image analysis- society (MIAS) 
provided this work's applied mammogram 
database. Every image is 1024 1024 PGM. The 
MIAS contains 322 images: 61 benign, 52 
malignant, and 209 normal. Table 2 displays data. 
It includes type of tumor, class abnormalities, 
coordinates of the abnormality centre and circle 
radius. The abnormality class indulge speculated 
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masses, architectural distortion, circumscribed 
masses, ill-defined masses and asymmetry.  

Brain tumor detection on picture level was 
performed on BreakHis and MIAS datasets to 
assess approach performance. The BreakHis 
dataset has also been classified in depth. The 
findings of tumor detection are compared to 
publically available ground truth annotation. 
Tables 2–10 show the suggested method's ACC 
and AUC from benchmark datasets. Eqs. (28-34) 
obtains sensitivity, specificity, ACC, PPV, AUC, 
FPR, FNR respectively. The complete lesions 
pixels show true positive and negative non-tumor 
pixels. FP denotes the wrong identification of 
healthy pixels and lesion pixels which are not 
identified by the furnished algorithm are 
furnished as FN. 

 TPR denotes true positive rate 

𝐴𝑐𝑐 =
்ା்ே

்ା்ேାிାி
(28) 

𝐴𝑈𝐶 =  ∫ 𝑇𝑃𝑅(𝑇)𝐹𝑃𝑅(𝑇)𝑑𝑇
ିஶ

ஶ
(29) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
்

்ାிே
(30) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
்ே

்ேାி
(31) 

𝑃𝑃𝑉 =  
்

்ାி
(32) 

𝐹𝑃𝑅 = 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (33)  

𝐹𝑁𝑅 = 1 − 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (34) 

Since the exact stratification based on 
segmentation lesions and extraction of 
descriptors, the suggested model outperforms the 
older methods. This model suggests the segments 
the tumor in one picture and at lesion levels. The 
acquired shape, texture and feature intensity aids 
in classification. The image which is tested is 
named as grade 1,2 or benign and grade 3,4 or 
malignant and are regarded as low grade and high 
grade tumor respectively.  

Table 2: Results of proposed model (tumor &  non-
tumor) of BreakHis dataset utilizing linear kernel. 

Cross 
Valida
tion 
(Folds) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spec
ificit
y  

FNR FP
R 

5 
97.44 0.98 93.41 97 0.09 0.

1 

10 
98.44 0.99 94.72 96 0.07 0.

1 

15 
97.44 0.97 95.62 95 0.51 0.

1 

20 
96.42 0.91 91.08 96 0.02 0.

1 

25 
97.43 0.95 89.42 95 0.03 0.

1 

30 
96.33 0.94 88.73 94 0.06 0.

1 
Table 3: Results of proposed model (tumor & non-
tumor) of BreakHis dataset utilizing cubic kernel. 

Cross 
Valida
tion 
(Folds
) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spe
cific
ity  

FN
R 

FPR 

5 96.24 0.84 92.09 94 0.09 0.15 

10 97.24 0.85 94.4 95 0.09 0.13 

15 96.24 0.83 93.3 93 0.07 0.14 

20 95.22 0.77 89.76 94 0.07 0.16 

25 96.23 0.81 88.1 93 0.06 0.12 

30 95.13 0.8 87.41 92 0.06 0.15 

 

Table 4: Results of proposed model (tumor & non-
tumor) of BreakHis dataset utilizing Gaussian kernel. 

Cross 
Valida
tion 
(Folds) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spec
ificit
y  

FN
R 

FPR 

5 97.35 0.86 93.21 
96.1
2 0.07 0.12 

10 98.35 0.87 95.52 
95.1
2 0.07 0.12 

15 97.35 0.85 94.42 
94.1
2 0.07 0.13 

20 96.33 0.79 90.88 
95.1
2 0.05 0.13 

25 97.34 0.83 89.22 
94.1
2 0.06 0.11 

30 96.24 0.82 88.53 
93.1
2 0.06 0.11 

 

Table 5: Results of proposed model (tumor & non-
tumor) of MIAS dataset utilizing linear kernel. 

Cross 
Valida
tion 
(Folds) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spe
cific
ity  

FNR FP
R 

5 95.34 0.82 92.52 81 0.09 
0.1
2 

10 96.34 0.83 94.83 84 0.09 
0.1
3 

15 95.34 0.81 94.73 83 0.07 
0.1
1 

20 94.32 0.75 90.19 84 0.07 
0.1
1 

25 95.33 0.79 88.53 83 0.06 
0.1
1 

30 94.23 0.78 87.84 82 0.05 
0.1
1 
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Table 6: Results Of Proposed Model (Tumor & Non-
Tumor) Of MIAS Dataset Utilizing Cubic Kernel. 

Cross 
Valida
tion 
(Folds) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spe
cific
ity  

FNR FP
R 

5 94.14 0.68 91.2 80 0.08 
0.1
2 

10 95.14 0.69 92.51 82 0.08 
0.1
2 

15 94.14 0.67 91.41 81 0.06 
0.1
2 

20 93.12 0.61 88.87 82 0.07 
0.1
3 

25 94.13 0.65 87.21 81 0.06 
0.1
3 

30 93.03 0.64 86.52 80 0.05 
0.1
4 

 

Table 7: Results Of Proposed Model (Tumor & Non-
Tumor) Of MIAS Dataset Utilizing Gaussian Kernel. 

Cross 
Valida
tion 
(Folds) 

ACC 
(%) 

AU
C 

Sensit
ivity  

Spe
cific
ity  

FNR FP
R 

5 95.25 0.7 92.32 
84.1
2 0.09 0.1 

10 96.25 0.71 93.63 
83.1
2 0.13 

0.1
1 

15 95.25 0.69 91.53 
82.1
2 0.12 

0.1
1 

20 94.23 0.63 89.99 
83.1
2 0.11 

0.2
2 

25 95.24 0.67 88.33 
82.1
2 0.25 

0.3
1 

30 94.14 0.66 87.64 
81.1
2 0.22 

0.4
1 

 

Three variant kernels of SVM with various 
validation models are deployed on the benchmark 
datasets for the purpose of comparison of results.  
On BreakHis, the proposed EDNet-SVM model 
obtained highest accuracy for 10 fold validation 
as 98.44%. Similarly the remaining performance 
metrics are: AUC as 0.99%, sensitivity as 
95.62%, specificity as 97%, FNR as 0.51 and FPR 
as 0.01 for linear kernel. For cubic kernel, the 
proposed EDNet-SVM model obtained highest 
accuracy for 10 fold validation as 97.24% , 
similarly AUC as 0.85%, sensitivity as 94.4%, 
specificity as 95%, FNR as 0.09 and FPR as 0.16. 
For Gaussian kernel, the proposed EDNet-SVM 
model obtained highest accuracy for 10 fold 
validation as 98.35% similarly AUC as 0.87, 
sensitivity as 95.52% , specificity as 96.12, FNR 
as 0.07 and FPR as 0.13.  

On MIASdataset, the proposed EDNet-
SVM model obtained highest accuracy for 10 fold 
validation i.e. 96.34%, AUC as 0.83%, sensitivity 
as 94.83%, specificity as 84%, FNR as 0.09 and 
FPR as 0.13 for linear kernel. For cubic kernel, the 
proposed EDNet-SVM model obtained highest 
accuracy for 10 fold validation i.e. 95.14%, AUC 
as 0.69%, sensitivity as 92.51%, specificity as 
82%, FNR as 0.08 and FPR as 0.14. For Gaussian 
kernel, the proposed EDNet-SVM model obtained 
highest accuracy for 10 fold validation i.e. 
96.25%, AUC as 0.71%, sensitivity as 93.63%, 
specificity as 84.12%, FNR as 0.13 and FPR as 
0.41. The Table 10 and Fig.10 shows the 
comparison in between the existing and suggested 
methodologies.  

The Table 8, gives the accuracy values of the 
different models and proposed model. The state-
of-art models compared are SVM, Naïve 
Bayesian, KNNBayesian, Decision Trees, ANN 
& SVM 

Decision trees, Association Rules AND Neural 
Network, Naïve Bayesian and Ensemble Method 
as 97.13%, 97.23%, 70%, 95.6%, 90.41% and 
89.2% respectively. The Table 8, shows the 
superiority of proposed model when compared to 
existing state-of-art models.  

Table 8: The Accuracy Values Of State-Of-Art Models 
And Proposed Model. 

Models  Acc (%) 
SVM, Naïve Bayesian, KNN 
[64] 

97.13% 

Bayesian, Decision Trees, 
ANN & SVM [65] 

97.23% 

Decision trees [66] 70% 
Association Rules AND Neural 
Network[67] 

95.6% 

Naïve Bayesian [68] 90.41% 
Ensemble Method [69] 89.2% 
Proposed EDNet-SVM Model 98.44 

 

 

4. CONCLUSIONS  

In this paper, a hybride deep learning model is 
proposed for breast cancer detection and 
classificaiton. This model helps to docters to 
detect and diagnosis the breast cancer. This model 
is constitued with EDNet and SVM. EDNet is 
used to derive the potential features for 
classification. The segmented images obtained 
with morphological operations and histogram 
equalization methods. These segmented images 
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are feeded to EDNet model to derive optimal 
features for BC classificaiton. The proposed 
model is applied on two datasets namely 
BreastHis and MIAS which are having compelx 
breast cancer images. On both datasets, the 
proposed model shown its superirity in terms of 
all performance metrics. The fine-tuning 
strategies of this work improves breast cancer 
classificaiton accuracy on the mentioned datasets. 
The propsoed model (EDNet-SVM) achieved the 
best accuracy,AUC , Sensitivity , Specificity , 
FNR and FPR compared with other models. 
Finally it can be concluded that integrating of 
morphological based segmented images with 
EDNet and SVM acquired good accuracy when 
compare with state-art- models. The highest 
accuracy of proposed model on BreastHis and 
MIAS is 98.44% and 96.34% respectively.  
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