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ABSTRACT 

In the contemporary era, participative Internet communication or Social media platforms are widely used by 
people from all walks of life. Sharing opinions on various products and services has become common over 
social media. Unlike the conventional approach, opinions freely expressed over social media are goldmines 
to businesses. Analysing public sentiments has the potential to leverage business intelligence. Many 
researchers exploited Natural Language Processing (NLP) and Machine Learning (ML) to mine and ascertain 
opinions in online user-generated reviews. However, processing large text corpora is still challenging and 
prone to deteriorated performance. In this paper, we proposed a Generative Framework using an enhanced 
version of Latent Dirichlet Allocation Model considering sentiment polarities and latent aspects and we 
developed an algorithm named Enhanced Dirichlet Allocation Model for Sentiment Analysis (ELDASA) to 
realize the framework. This model is supported by a learning-based approach with ML toward the 
identification of sentiments and classifying them. Our empirical study using three social media datasets, 
consisting of reviews on hotels, music, and games, revealed that the proposed algorithm supports effective 
sentiment analysis. 
Keywords – Latent Dirichlet Allocation, Machine Learning, Sentiment Classification, Sentiment Analysis, 

Natural Language Processing. 
 
1. INTRODUCTION 
 

Sentiment classification in textual 
documents, particularly online reviews, has 
attracted researchers due to the utility of 
discovering sentiments. With the emergence of 
cloud computing and social media, sentiment 
classification assumed unprecedented significance 
due to its ability to render required intelligence to 
businesses [1]. The rationale behind this 
importance is that online reviews can influence the 
decisions, of people from all walks of life. In this 
context, businesses can no longer ignore the 
opinions of customers or the general public on 
social platforms. Sentiment classification can be 
performed on large volumes of online reviews. It 
is made possible by the emergence of Artificial 
Intelligence (AI) which encapsulates NLP, 
machine learning, and deep learning. 

The remainder of the paper covers the 
following details. Section 2 reviews the literature 

on the existing techniques used for sentiment 
analysis. Section 3 presents the methodology 
proposed along with the algorithm for sentiment 
analysis. Section 4 displays experimental results 
with three datasets. Section 5 wraps up our work 
and directs the scope for future research.  
 
2.   RELATED WORK  

This section reviews the literature on 
existing techniques used for sentiment 
classification. Namcheol et al. [1] proposed a 
methodology based on unsupervised learning and 
NLP for classifying case studies about building 
information modelling (BIM). Machine learning is 
widely used for sentiment classification as 
explored in [3], [7], [11], [12], and [19]. In [3] a 
hybrid approach is developed based on SVM and 
RF to classify sentiments while different 
supervised ML approaches along with, text 
classification techniques are used in [7]. A 
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combination of ML and DP models is used in [11] 
for classifying drug review documents considering 
sentiment polarities. ML approaches are exploited 
in [12] based on Twitter tweets in the Covid-19 
pandemic situations for sentiment classification. 
SVM along with the recursive feature optimization 
method is used in [19] for opinion mining.  

Deep learning is another important 
approach used recently for sentiment classification 
as studied in [8], [10], [16]. LSTM is used in [8] 
for sentence representation to study the process of 
sentence-level sentiments in textual documents. 
Deep learning and weak supervision approaches 
along with the text classification method are used 
in [10] for classifying sentiments. ConvBiLSTM is 
the deep learning technique proposed in [16] for 
classifying sentiments in Twitter-generated 
documents. Single-layered bi-LSTM is used in 
[13] while CNN and LSTM combination with 
multi-task learning is explored in [14]. For 
processing text documents, it is important to have 
NLP and also feature engineering as investigated 
in [2], [22], [25], [29]. The impact of feature 
extraction on the accuracy of sentiment 
classification is investigated in [2]. A kind of 
feature selection known as the wrapper approach is 
followed in [22] for feature engineering to leverage 
sentiment classification. Multi-channel features 
along with self-attention coupled with bi-LSTM 
are explored in [25] for opinion mining. Feature 
engineering and term weighting approaches along 
with ML techniques are used in [29] for analysing 
sentiments textual corpora.  

Sentiment classification methods used 
with the Arabic language are explored in [4] and 
[6]. Hybrid learning approaches are also found in 
the literature as studied in [5] where CNN and 
LSTM are combined to reap the benefits of both 
the deep learning techniques.  Sentiment 
classification is found useful when it is 
incorporated into product reviews as investigated 
in [9] and [29]. Product reviews in the e-commerce 
domain are used for sentiment classification using 
Naïve Bayes techniques with a continuous learning 
phenomenon in [9] however the product reviews 
are analysed using feature selection and term 
weighting approaches in [29].  

Sentiment classification of research 
publications of a clinical nature is done in [15] in 
terms of citation sentiment analysis. The Ensemble 
learning approach which is cost-effective 
reflecting a three-way combination is employed in 
[17] for sentiment classification. Tourist reviews 

are used in [18] for aspect-based sentiment 
classification while CNNs are enhanced to have 
sentence-level sentiment mining explored in [20].  
Other important contributions found in the 
sentiment classification literature are the domain 
attention model [21], Gradient Boosting Machine 
[23], CNN with weakly supervised approach [24], 
context-aware approach [26], multi-task learning 
approach [27], [28] and ML based binary 
classification [30]. From the literature review, it is 
understood that many researchers exploited 
Natural Language Processing (NLP) and Machine 
Learning (ML) to mine and ascertain opinions in 
online user-generated reviews. However, 
processing large text corpora is still challenging 
and prone to deteriorated performance. [36] 
Proposed model identifies the polarity of sentiment 
from the topic-document and document-word. 

3. MATERIALS AND METHODS 

This section presents our proposed 
methodology, datasets used, enhanced LDA 
model, proposed algorithm, and performance 
evaluation procedure.  

3.1 Dataset Collection  
Popular websites such as Amazon and 

TripAdvisor are used to collect review datasets. 
The Hotel reviews dataset is collected from 
TripAdvisor while the video game reviews dataset 
and music CD reviews dataset are collected from 
Amazon product reviews. The Hotel reviews 
dataset has 1256 reviews, 585216 words, and 408 
average number of words per review. The Music 
CD reviews dataset has 1521 reviews, 281050 
words, and 167 average several words per review. 
The Video game reviews dataset has 2488 reviews, 
443385 words, and 202 average number of words 
per review.  

3.2 Methodology 
The proposed Generative framework for 

sentiment Analysis is shown in Figure 1. It is based 
on an enhanced Latent Dirichlet Allocation (LDA) 
[31] with topic modelling. The enhanced LDA 
model, shown in Figure 2, is a statistical model or 
generative model that systematically deals with 
textual corpora. The framework takes one of the 
datasets described in Section 3.1 as input. The 
dataset is then subjected to NLP-based pre-
processing before being assigned to an enhanced 
LDA model. Pre-processing includes data 
cleaning, exploratory data analysis, and NLP. NLP 
is used for resolving contractions, slang, and text 
cleaning by removing digits, stop words, duplicate 
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letters, special characters, extra spaces, 
punctuation, white spaces, and HTML tags. 
Numbering and words with three or fewer are 
removed. The data is also subjected to stemming, 
lemmatization, and meaningless words.  

 

Figure 1: Generative Framework for Sentiment 

Analysis 

Once pre-processing is completed, two 
variants of TF-IDF are used to extract features 
from pre-processed textual content. In the first 
variant, only stop-words are the argument 
considered while the second variant includes n-
gram range and binary arguments. The N-gram 
range is set to (1,2) to generate one-word and two-
word tokens while the binary argument is set to 
True reflecting the fact that total counts are shown 
in binary. Once features are extracted, the 
enhanced LDA model processes text corpora along 
ML models toward sentiment classification. The 
notations used in the enhanced LDA model are 
provided in Table 1. The boxes visualized in the 
model are plates that reflect replicates. The review 
documents are denoted by an outer plate while the 
inner place indicates words in each review 
document along with sentiment orientations and 
latent aspects.   

 
Figure 2: Illustrates the enhanced LDA model 

 

The Traditional LDA aims at topic and 
word distributions whereas the proposed Enhanced 
LDA Model aims at both aspect and sentiment 
distributions. The modelling is done so that review 
documents are processed to find aspects and 
sentiments associated with aspects. Since user-
generated reviews, do have opinions when 
compared with other documents, we approached 
the processing in terms of opinion pairs instead of 
using a bag of words. The enhanced LDA, as a 
probabilistic model, has provision to detect 
sentiments at the aspect level. It also exploits 
sentiment labels that come with online reviews in 
the form of ratings. Based on the constructed 
probabilistic framework, ML models are employed 
for sentiment classification. The latest aspects and 
associated sentiments in a given review are called 
hidden variables. Such variables or empirical 
frequencies are defined in Eq. 1.  

𝑧̅ =
ଵ


∑ (𝑎 × (𝜔் × 𝑠))ே

ୀଵ       (1)                                          

Where 𝜔 is a normalization coefficient, 𝑑 
indicates a review, 𝑟 is the rating response and C 
denotes a constant used for normalization. This 
definition is derived from 𝑁(𝜂்𝑧̅𝛿), a linear 
model, where variables associated with rating 
response are 𝛿  and 𝜂. Hidden aspects have 
covariates and regression coefficients like 𝑧̅and 𝜂 
are linked to opinions. As discussed in [32], the 
non-linear model is a generalized form of linear 
model. As per that r is obtained from a distribution 
that is part of a family of distributions 
characterized by parameters like 𝜌 and 𝛿. This 
proposition is expressed in Eq. 2.  

          𝑝(𝑟|𝜌, 𝛿) = ℎ(𝑟, 𝛿)exp {
ఘି(ఘ)

ఋ
}            (2) 

The natural parameter is denoted as 𝜌, which is 
associated with the distribution mean, while the 
other parameter, known as the dispersion 
parameter associated with the variance of the 
distribution. According to the work in [33], for a 
given review document, it is possible to substitute 
𝜌 = 𝜂்𝑧̅in Eq. 2. This phenomenon gives rise to 
Eq. 3.  

𝑝(𝑟|𝑧̅, 𝜂, 𝛿) = ℎ(𝑟 , 𝛿)exp {
൫ఎ௭̅൯ି(ఎ௭̅)

ఋ
}.                                       

(3) 
With the linear model's generalization, it has 
become flexible and has resulted in various models 
rating given review document in terms of 
exponential dispersion form. In the proposed 
framework, large-range probability distributions 
are supported. Each one of such distributions is 
linked to ℎ(𝑟 , 𝛿) and 𝐴(𝜂்𝑧̅) as expressed in 
Eq. 4 and Eq. 5 respectively.          

                ℎ(𝑟 , 𝛿) =
ଵ

√ଶగఋ
exp {

ି
మ

ଶఋ
}                    (4) 
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and 

              𝐴(𝜂்𝑧̅) =
൫ఎ௭̅൯

మ

ଶ
 .                            (5)                                                                     

As far as normal distribution is concerned, 𝜎ଶ and 
𝜇 are the parameters linked to 𝛿 and 𝜂்𝑧̅. The 
novelty of the proposed LDA model lies in its 
intuitions. As the reviews associated with services 
and products, do have various aspects, each aspect 
has a different utility. Often simple regression on 
aspects and associated sentiments of reviews can 
help in finding meaningful information. Moreover, 
regression reflects relative contributions 
associated with aspects. The proposed framework 
uses a sentiment lexicon besides rating data 
available to ascertain latent and semantic 
sentiments in the reviews.  

Table 1: Notations used in ELDASA 

Notation Meaning 

𝑁,,௩ Number of opinion words v linked 
to k and l 

𝑁, Number of opinion words linked to 
k and l 

𝑁,௨ Number of aspect words linked to k 

𝑁 Number of aspect words lined to k 

𝑁,, Number of words in the review 
linked to aspects k and l 

𝑁, Number of words in the review 
linked to aspect k 

𝑂  In the given review 𝑑 , it indicates 
an opinion word of nth opinion pair 

𝑆  Indicates sentiment assignment 

𝑎⇁ Indicates aspect assignment except 
𝑎 

𝑎  Indicates aspect assignment  

𝑟  For the given review 𝑑 , it indicates 
the rating response. 

𝑠⇁ Indicates sentiment assignment 
except 𝑠 

𝑡  In the given review 𝑑 , it indicates 
an aspect term of nth opinion pair 

K Indicates several semantic aspects  

L Indicates the number of semantic 
sentiments 

M Total number of documents present 
in the corpus 

N Indicates several opinion words in a 
given review document 

U Aspect words vocabulary 

V Opinion words vocabulary 

𝛼 Hyperparameter associated with 𝜃 

𝛽 Hyperparameter associated with 𝜙 

𝛾 Hyperparameter associated with 𝜋 

𝛿 Parameter pertaining to rating 
response 

𝜂 Parameter pertaining to rating 
response 

𝜃 Dirichlet prior for aspects 

𝜆 Hyperparameter associated with 𝜓 

𝜋 Dirichlet prior for sentiments 

𝜓 Dirichlet prior for aspect words 

𝜙 Dirichlet prior for opinion words 

The Model's inference plays an important 
role. The model inference is obtained, from each 
review and its latent variables. The hidden 
variables in terms of their posterior distribution are 
expressed in Eq. 6.  

𝑝(𝒂, 𝒔|𝒕, 𝒐, 𝒓, 𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿) =
(𝒂,𝒔,𝒕,𝒐,𝒓|ఈ,ఊ,ఒ,ఉ,ఎ,ఋ)

(𝒕,𝒐,𝒓|ఈ,ఊ,ఒ,ఉ,ఎ,ఋ)
.                                    

(6) 

Obtaining inference accurately is intractable. 
Therefore, we employed the Gibbs sampling 
method found in [34]. Accordingly, each opinion 
pair is used to derive conditional distribution as in 
Eq. 7.  

𝑝(𝑎 = 𝑘, 𝑠 = 𝑙ห𝒂⇁,𝒔⇁ , 𝒕, 𝒐, 𝒓, 𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿),                                       
(7) 

Where 𝒔⇁ and 𝒂⇁ denote sentiment orientations 
and aspect assignments. The conditional 
distribution process is carried out for each opinion 
pair and aspect except 𝑠 and 𝑎.  The conditional 
distribution can be expanded as in Eq. 8.  

𝑝൫𝑎 = 𝑘, 𝑠 = 𝑙ห𝒂⇁ ,𝒔⇁ , 𝒕, 𝒐, 𝒓, 𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿൯ =
(𝒂,𝒔,𝒕,𝒐,𝒓|ఈ,ఊ,ఒ,ఉ,ఎ,ఋ)

(𝒂⇁,𝒔⇁,𝒕,𝒐,𝒓|ఈ,ఊ,ఒ,ఉ,ఎ,ఋ)
  ∝

                        𝑝(𝒂, 𝒔, 𝒕, 𝒐, 𝒓|𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿).        (8)                                                                                              

The proposed probabilistic models related 
opinions, aspects, and aspect terms are reflected in 
Eq. 9.  

𝑝(𝒂, 𝒔, 𝒕, 𝒐, 𝒓|𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿) = 𝑝(𝒂|𝛼) ∙
𝑝(𝒔|𝒂, 𝛾) ∙ 𝑝(𝒕|𝒂, 𝜆) ∙ 𝑝(𝒐|𝒂, 𝒔, 𝛽) ∙

                        𝑝(𝒓|𝒂, 𝒔, 𝜂, 𝛿).                              (9)                                 

The Eq. 10 is derived from Eq. 5 along with its first 
term and then integration of the same with θ.        

            𝑝(𝒂|𝛼) = ∏
(∑ ౡౡ )

∏ (ౡ)ೖ


∏ (ౣ,ౡାౡ)ೖ

(ା∑ ౡౡ )
.       (10)                                                         
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The N indicates several words in the document 
while N୫,୩ indicates the number of times the words 
are assigned to aspect k. Γ(x) indicates the Gamma 
function while the second term and its integration 
with π results in Eq. 11.  

  𝑝(𝒔|𝒂, 𝛾) = ∏ ∏
(ಋ)

(ஓ)ై
∏ (ౣ,ౡ,ౢାஓ)

(ౣ,ౡାಋ)
.           (11)                                                

where N୫,୩,୪ denotes the number of times the 
words are linked to k and l. When the third term is 
considered for integration of 𝜓, we arrive at Eq. 
12.  

       𝑝(𝑡|𝑎, 𝜆) = ∏
(||)

()||
∏ (ౡ,౫ା)ೠ

(ౡା||)
.           (12)                                             

where u indicates aspect word, U denotes 
vocabulary and N୩,୳ refers to a total number of 
times in which a given aspect is associated with k 
while the sum of N୩,୳ is denoted by N୩. Regarding 
the fourth order, ϕ integration results in Eq. 13.  

𝑝(𝑜|𝑎, 𝑠, 𝛽) = ∏ ∏
(∑ ఉ,ೡೡ )

∏ (ఉ,ೡ)ೡ


∏ (ேೖ,,ೡାఉ,ೡ)ೡ

ேೖ,ା∑ ఉ,ೡೡ
.                                       

(13) 

The term in Eq. 9 can be expanded further leading 
to expression in Eq. 14.  

𝑝(𝑟|𝑎, 𝑠, 𝜂, 𝛿) = ∏
ଵ

√ଶగ
exp (−

(ିఎ௭̅)మ

ଶఋ
) .                                     

(14) 

Considering all the equations related to different 
orders and integrations, the terms not associated 
with opinion and aspect words are discarded. Thus, 
full conditional distribution opinion pairs and their 
index is expressed in Eq. 15.  

𝑝൫𝑎 = 𝑘, 𝑠 = 𝑙ห𝒂⇁ ,𝒔⇁ , 𝒕, 𝒐, 𝒓, 𝛼, 𝛾, 𝜆, 𝛽, 𝜂, 𝛿൯ ∝
ே,ೖ

⇁ ାఈೖ

ே⇁ା∑ ఈ
ೖ`ೖ`

∙
ே,ೖ,

⇁ ାఊ

ே,ೖ
⇁ ାം

∙
ேೖ,ೠ

⇁ ାఒ

ேೖ
⇁ା||ఒ

∙
ேೖ,,ೡ

⇁ ାఉ,ೡ

ேೖ,
⇁ା∑ ఉ

,ೡ`ೡ`
∙

                   
ଵ

√ଶగఋ
exp (−

(ିఎ௭̅)మ

ଶఋ
                    (15)            

Here u is assigned k and the number of times it is 
done is denoted by 𝑁,௨

⇁ . Related to parameter 
estimation that exploits Gibbs sampling, for each 
review, aspect distribution is computed as in Eq. 
16.   

                           𝜃, =
ே,ೖାఈೖ

ேା∑ ఈ
ೖ`

಼
ೖ`సభ

.              

(16)                                                                                               

Then, the aspect-specific sentiment distribution for 
each review document can be computed as in Eq. 
17.  

                      𝜋,, =
ே,ೖ,ାఊ

ே,ೖାം
.                       (17)                                                                  

Concerning aspect word distribution, the 
distribution dynamics are expressed as in Eq. 18.  

                        𝜓,௨ =
ேೖ,ೠାఒ

ேೖା||ఒ
.                         (18)                                                                      

Having obtained the aspect word distribution, 
opinion word distribution is expressed as in Eq. 19.  

                      𝜙௩ =
ேೖ,,ೡାఉ,ೡ

ேೖ,ା∑ ఉ
,ೡ`

|ೇ|

ೡ`సభ

.                 (19)                                                        

In the proposed approach different 
Dirichlet priors are used. Asymmetric Dirichlet 
prior is denoted by α and is computed, as explored 
in [35], with the help of the fixed point iteration 
approach. Word distribution of sentiment prior is 
used with the help of β for ϕ. Prior knowledge is 
obtained using a public lexical dictionary known 
as MPQA. In the proposed framework L value is 
set to 2 indicating two sentiment orientations such 
as positive and negative. The positive and negative 
orientations are set to 𝛽௩  = 0.95 and 𝛽௩  =
0.05 respectively. Symmetric priors like γ and λ 
are considered for given π  and 𝜓 and their values 
are set to 1/L and 0.01.  

 

 

3.3 Algorithm Design 
We proposed an algorithm named 

Enhanced LDA Model for Sentiment Analysis 
(ELDASA). In the proposed algorithm, a given 
document known as 𝑑  has its rating 𝑟  are two 
important variables for modelling. For each review 
document, ML-based enhanced LDA is employed.  

Algorithm: Enhanced LDA Model for 
Sentiment Analysis (ELDASA) 
Inputs 
Sentiment orientations L 
Aspects K 
Output  
Rating to documents for sentiment classification  

1. Begin 
2. For each k in K 
3.    Aspect word distribution 

𝜓~𝐷𝑖𝑟(𝜆) 
4.       For each l in L 
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5.          Opinion word 𝜙~𝐷𝑖𝑟(𝛽) 
6.       End For 
7. End For 
8. For each review 𝑑 in 𝑟 
9.    Aspect distribution 𝜃~𝐷𝑖𝑟(𝛼) 
10.    For each aspect k in 𝑟 
11.       Sentiment distribution 

𝜋~𝐷𝑖𝑟(𝛾) 
12.    End For 
13. End For 
14. For each Opinion Pair 〈𝑡 , 𝑂〉 in N 
15.    Aspect assignment 𝑎~𝑀𝑢𝑙𝑡(𝜃) 
16.    Assigning sentiments 

𝑠~𝑀𝑢𝑙𝑡(𝜋
) 

17.    Retrieve aspect terms 
𝑡~𝑀𝑢𝑙𝑡(𝜓

) 
18.    Retrieval of opinion words 

𝑂~𝑀𝑢𝑙𝑡(𝜙௦
) 

19. End For 
20. Rating computation 𝑟~𝑁(𝜂்𝑧̅, 𝛿) 
21. End  

Algorithm 1: Enhanced LDA Model for Sentiment 
Analysis (ELDASA). 

Algorithm 1 takes L and K as inputs and 
performs the required processing toward sentiment 
analysis. The algorithm has three iterative 
processes. After drawing aspect word distribution, 
the first iterative approach is meant for computing 
opinion word distribution. The second iterative 
process is meant for knowing aspect distribution 
and sentiment distribution. The third iterative 
process works on each opinion pair to draw aspect 
sentiment and its assignment besides drawing 
aspect terms and opinion words. Finally, the 
algorithm produces ratings and other required 
computations for effective sentiment analysis.  

3.4 Performance Evaluation  
Depending on the confusion matrix, the 

evaluation of the proposed algorithm is compared 
with the state-of-the-art. Table 2 shows different 
metrics used in the evaluation process. 

 

Figure 3: Confusion matrix 

Depending on the confusion matrix 
presented in Figure 3 shows measures like true 
positive (TP), false positive (FP), false negative 
(FN), and true negative (TN). These are 
determined by comparing the result of the ML 
algorithm with the ground truth.  

 
Table 2: Performance metrics used for evaluation 

Metric Formula Value 
Range 

Best 
Value 

Accuracy  𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃
+𝐹𝑁

 
[0; 1] 1 

Precision 
(p) 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

[0; 1] 1 

Recall (r) 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

[0; 1] 1 

F1-Score 
2 ∗

(𝑝 ∗  𝑟)

(𝑝 + 𝑟)
 

[0; 1] 1 

Precision refers to positive predictive 
value while recall refers to true positive rate. F1-
score is the harmonic mean of both precision and 
recall which is used to have a measure without 
showing imbalance while the accuracy measure 
may show imbalance.  

4. EXPERIMENTAL RESULTS 

The proposed framework and underlying 
ML models with the proposed algorithm are 
evaluated with a prototype application. The 
Enhanced LDA model along with parameter 
tuning of ML models, the proposed algorithm is 
found to have significantly better performance 
with ML models. In the proposed framework, the 
L value is set to 2 indicating two sentiment 
orientations such as positive and negative. The 
positive and negative orientations are set to 𝛽௩  =
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0.95 and 𝛽௩  = 0.05 respectively. Symmetric 
priors like γ and λ are considered for given π  and 
𝜓 and their values are set to 1/L and 0.01. For 
experiments, ML models used along with the 
enhanced LDA model are Logistic Regression 
(LR), Naive Bayes (NB), AdaBoost, and Support 
Vector Machine (SVM). With every model, TF-
IDF is used with two variants. The first variant 
uses the stop-words parameter while the second 
variant uses three parameters such as stop_words, 
binary (True), and ngram_range (1,2).  

4.1 Results with Hotel Reviews Dataset 
This section presents experimental results 

with the Hotel Reviews dataset. All the models 
used in the algorithm's pipeline are evaluated with 
different performance metrics.  

Table 3: Shows experimental results using the 
Hotel Reviews dataset 

 Models Performance (%) 

Precisio
n 

Recall F1 
Score 

Accuracy 

LR1-
TFIDF 

94.7 99.1 96.9 94.6 

LR2-
TFIDF 

90 99.9 94.7 90.7 

Naive1-
TFIDF 

83 100 90.7 83.1 

Naive2-
TFIDF 

83 99.7 90.6 82.9 

AdaBoos
t1-TFIDF 

93.3 96.5 94.9 91.3 

AdaBoos
t2-TFIDF 

93 97 95 91.6 

SVM1-
TFIDF 

95.4 98.8 97.1 95 

SVM2-
TFIDF 

92 99.8 95.7 92.6 

As per Table 3, diverse models are used 
to perform sentiment analysis using the enhanced 
LDA approach and their respective performance 
statistics provided.  

4.2 Results with Music CD Reviews Dataset 
This section presents experimental results 

with the Music CD Reviews dataset. All the 
models used in the algorithm's pipeline are 
evaluated with different performance metrics.  

Table 4: Shows experimental results using the 
Music CD Reviews dataset 

Models  Performance (%) 

Precisio
n 

Recall F1 
Score 

Accuracy 

LR1-
TFIDF 

93.74 97.6 95.67 93.37 

LR2-
TFIDF 

91 98.4 94.7 90.7 

Naive1-
TFIDF 

87 98 92.5 84.9 

Naive2-
TFIDF 

85 96 90.5 82.8 

AdaBoos
t1-TFIDF 

94 89 91.5 87.9 

AdaBoos
t2-TFIDF 

89 91 90 86.6 

SVM1-
TFIDF 

91 94 92.5 90.4 

SVM2-
TFIDF 

87 91 89 85.9 

As presented in Table 4, diverse models 
are used to perform sentiment analysis using the 
enhanced LDA approach, and their performance 
statistics are provided. These observations are 
made using the Movie CD reviews dataset.  

4.3 Results with Games Reviews Dataset 
This section presents experimental results 

with the Games Reviews dataset. All the models 
used in the algorithm's pipeline are evaluated with 
different performance metrics.  

Table 5: Shows experimental results using the 
Games Reviews dataset 

Models  Performance (%) 

Precisio
n 

Recall F1 
Scor

e 

Accuracy 

LR1-
TFIDF 

94.75 96.5 
95.6

7 
93.37 

LR2-
TFIDF 

93 93.7 
94.7 

90.7 

Naive1-
TFIDF 

91 89.7 
92.5 

88 

Naive2-
TFIDF 

90 92.75 
90.5 

84 

AdaBoos
t1-TFIDF 

87 92.7 
91.5 

86 

AdaBoos
t2-TFIDF 

94 89 
90 

82 

SVM1-
TFIDF 

82 96 
92.5 

91 
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SVM2-
TFIDF 

89 91 
89 

87 

As presented in Table 5, several models 
are used to perform sentiment analysis using the 
enhanced LDA approach and their respective 
performance statistics provided. These 
observations are made using the Games reviews 
dataset.  

4.4 Performance Comparison 
This section compares the performance of 

the different models when applied to the three 
online review datasets. The performance of each 
model concerning every dataset is provided in 
terms of precision, recall, F1-Score, and accuracy.  

 

Figure 4: Performance comparison with all 
datasets in terms of precision 

As presented in Figure 4, the results of 
four ML models used with enhanced LDA model 
are provided. The observations are made with 
experiments using all three datasets in terms of 
precision. Higher precision indicates better 
performance. The Highest precision of LR1 is 
94.75% using the hotel reviews dataset. LR2 
exhibited the highest precision 93% using the 
games dataset. NB1 and NB2 showed the highest 
performance 91% and 90% with the games dataset 
respectively. AdaBoost1 could achieve the highest 
precision 94% with the music dataset and 
AdaBoost2 94% with the games dataset. SVM1 
showed the highest precision 95.4% with the hotel 
dataset while SVM2 showed 92% precision with 
the hotel dataset. From the results, it is observed 
that the SVM1 model showed the highest precision 
95.40% using the hotel dataset in sentiment 
analysis in terms of precision.  
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Figure 5: Performance comparison with all 
datasets in terms of recall 

As presented in Figure 5, the results of 
four ML models used with enhanced LDA model 
are provided. The observations are made with the 
experiments, using all three datasets in recall. 
Higher recall indicates better performance. The 
Highest recall of LR1 is 99.10% using the hotel 
reviews dataset. LR2 exhibited the highest recall 
99.9% using the hotel dataset. NB1 and NB2 
showed the highest performance of 100% and 
99.7% with the hotel dataset respectively. 
AdaBoost1 could achieve the highest recall of 
96.5% with the hotel dataset and AdaBoost2 of 
97% with the hotel dataset. SVM1 showed the 
highest recall 98.8.4% with the hotel dataset while 
SVM2 showed 99.8% recall with the hotel dataset. 
From the results, it is observed that the NB1 model 
showed the highest recall 100% using the hotel 
dataset in sentiment analysis in terms of recall.  

 

Figure 6: Performance comparison with all 
datasets in terms of F1-Score 

As presented in Figure 6, the results of 
four ML models used with enhanced LDA model 
are provided. The observations are made 
experiments using all three datasets in terms of F1-
Score. A Higher F1-Score indicates better 
performance. The Highest F1-Score of LR1 is 
96.9% using the hotel reviews dataset. LR2 
exhibited the highest F1-Score 94.7% with all 
datasets. NB1 and NB2 showed the highest 
performance 90.6% and 94.9% with the hotel 
dataset respectively. AdaBoost1 could achieve the 
highest F1-Score 94.9% with the hotel dataset and 
AdaBoost2 95% with the hotel dataset. SVM1 
showed the highest F1-Score 97.1% with the hotel 
dataset while SVM2 showed 95.7% F1-Score with 
the hotel dataset. From the results, it is observed 
that the SVM1 model showed the highest F1-Score 
97.1% using the hotel dataset in sentiment analysis 
in terms of F1-Score.  
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Figure 7: Performance comparison with all 
datasets in terms of accuracy 

As presented in Figure 7, the results of 
four ML models used with enhanced LDA model 
are provided. The observations are made with 
experiments using all three datasets in accuracy. 
Higher in accuracy indicates better performance. 
The Highest accuracy of LR1 is 94.6% using the 
hotel reviews dataset. LR2 exhibited the highest 
accuracy 90.7% with all datasets. NB1 and NB2 
showed the highest performance 88% and 84% 
with the games dataset respectively. AdaBoost1 
could achieve the highest accuracy of 91.3% with 
the hotel dataset and AdaBoost2 91.6% with the 
hotel dataset. SVM1 showed the highest accuracy 
95% with the hotel dataset while SVM2 showed 
92.6% accuracy with the hotel dataset. From the 
results, it is observed that the SVM1 model showed 
the highest accuracy 95% using the hotel dataset in 
sentiment analysis in terms of accuracy.  

4.5 Comparison with Prior Approaches 
The sentiment classification results of the 

proposed model on the hotel review dataset are 
compared with those of the TDS model [36]. The 
ELDASA, along with SVM1, outperforms the 
TDS model across Precision, Recall, and F1-Score. 

Table 6 depicts the improvement shown by the 
proposed model compared to the TDS model. 

Table 6: Experimental results compared to prior 
approach 

Models Precision Recall F1- Score 

Proposed Model 
with SVM1 

95.4 98.8 97.1 

TDS Model 93.21 90.50 91.83 

 
5. CONCLUSION AND FUTURE WORK 

We proposed a Generative framework, 
the Enhanced Latent Dirichlet Allocation Model 
for Sentiment Analysis, considering sentiment 
polarities and latent aspects. The enhanced LDA is 
a generative model that systematically deals with 
textual corpora. The framework takes one of the 
datasets as input and then the dataset is then 
subjected to NLP-based pre-processing before 
giving it to enhanced LDA model. Besides our 
framework incorporates a strong pre-processing 
methodology based on NLP to improve the online 
review dataset before the generative process. Our 
empirical study using three social media datasets, 
consisting of reviews on hotels, music, and games, 
revealed that ELDASA supports effective 
sentiment analysis. From the results, it is observed 
that the SVM1 model showed the highest accuracy 
95% using the hotel dataset in sentiment analysis 
in terms of accuracy. In the future, we intend to 
improve our framework with further research on 
feature engineering and other means of 
hyperparameter optimization.  
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