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ABSTRACT 
 
Currently, worldwide one in ten adults suffers from chronic kidney disease. The presence of renal lesions 
shows this disease. Causes the death of at least 2.4 million people a year; it is therefore appropriate to study 
and develop solutions to reduce the possibility of death. This study aims to develop a predictive model to aid 
in detecting heart attacks in patients suffering from this disease. To achieve this, six algorithms, Random 
Forest, XgBoost, Adaboost, Decision Tree, Support Vector Machine, and Gradient Boosting, were applied 
to construct the model. Statistical comparison was then performed using F1-score, Accuracy, Precision, Area 
Under the Curve, Recall, MCC and Kappa metrics to detect the best model. Adaboost was obtained as the 
best algorithm for the construction of models of the same nature. As a result, a model was developed to help 
predict a heart attack in people with chronic renal failure. This model allows classifications or predictions of 
this forecast to be made with good results and helps to reduce the risk of death in patients due to its high 
percentage of effectiveness. It could also be a starting point for future models that treat the same disease. 

Keywords: Machine Learning, Predictive Models, Adaboost, Random Forest, SVM, Decision Tree, 
Chronic Kidney Disease, Heart Attack.  

 
1. INTRODUCTION 

 
Currently, 850 million people are affected 

by different types of kidney disorders. It is 
estimated that one in ten adults in the world 
suffers from Chronic Kidney Disease (CKD); in 
Latin America, this pathology reaches a 
prevalence of 715 per million inhabitants [1]. 
Projections of the National Institute of Statistics 
and Informatics in Peru indicate 19197 patients in 
the terminal stage nationwide [2]. 
 

In the United States, stage 1 to 4 CKD 
affects 10% of adults [3]. In 2007, more than 
45,000 people in Spain, i.e., around 1,000 per 
million population, were undergoing renal 
replacement therapy. This figure is expected to 
almost double in the next 10 years due to the 
progressive aging of the population [4]. 
 

CKD is defined by a decrease in glomerular 
filtration rate and/or kidney lesions that have been 
present for more than 3 months. The diagnosis of 
renal failure is declared at the time when the 
glomerular filtration rate (GFR) is less than 60 

ml/min/1.73 m2. In the presence of renal failure, 
it is essential to study the complications and 
progression factors of CKD [3]. 

 
There are populations considered to be at 

high risk for developing CKD. Physicians should 
be particularly attentive to this risk when 
evaluating five groups of patients: 1) Patients 
with high blood pressure, 2) Diabetic patients, 3) 
Patients older than 60 years of age, 4) Patients 
with cardiovascular disease, and 5) Family 
members of patients on dialysis or who have 
received a kidney transplant [5]. Patients with 
CKD, regardless of their disease status, have an 
increased cardiovascular risk relative to the 
general population. The two main factors for 
measuring the severity of the disease are arterial 
hypertension (AHT), which appears early, and 
microalbuminuria. These factors measure the 
severity of a patient's susceptibility to a heart 
attack [3].  
 

Early detection of CKD is based on the 
determination of creatinine, GFR estimation, and 
microalbuminuria in patients with risk factors for 
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developing CKD [3]. To achieve maximum 
knowledge, autonomy, and good adherence to 
treatment, multidisciplinary therapeutic 
education programs are offered to patients [3]. 
Early identification of cardiovascular impairment 
is a feasible and implementable study even with 
small volume data samples. The integration of 
artificial intelligence (AI) in medical diagnostics 
offers a multitude of advantages. Some 
advantages of AI integration can potentially 
transform healthcare delivery for patients and 
providers alike [6]. 
 

Accurate and timely diagnosis is the 
cornerstone of adequate health care. Traditional 
methods can be limited by human subjectivity and 
the large volume of available data. Artificial 
Intelligence provides new opportunities to 
increase the accuracy and effectiveness of 
diagnosis [6]. In response to this problem, we 
propose machine-learning techniques to predict 
these critical attacks. According to [7], using 
artificial intelligence techniques in heart attack 
prediction represents a transformative approach 
to medical care that offers early detection, 
preventive intervention, and efficient patient care. 
This will help to reduce the likelihood of heart 
attacks in patients with heart disease. 
 

The main objective of this research is to 
obtain the best model for predicting heart attacks 
in patients with CKD. We also have a secondary 
objective: to obtain the algorithm with the best 
impact on the model and the most influential 
variables for the construction of future models 
that deal with problems similar to those detailed 
in this work. This article contains the following 
sections: An analysis of related work is initially 
available, followed by the materials and methods 
section. The results and discussion section are 
presented below. Finally, the following 
conclusions are presented. 
 

2. RELATED WORKS 
 
Next, related work on applying AI 

algorithms to detect diseases or medical 
complications early is presented. A focused 
search has been made for articles that address 
medical conditions in the same category and are 
to be solved like that proposed in this work. 
 

The paper presented by Halder has two 
objectives around CKD. The first objective is to 
improve the preprocessing of datasets for CKD 

classification. The second objective is to develop 
a web-based application for CKD prediction. The 
seven classifiers were used to predict the CKDs. 
The seven classifiers are AdaBoost (AdaB), 
Random Forest (RF), XgBoost (XgB), Support 
Vector Machine (SVM), Gradient Boosting (GB), 
Naive Bayes (NB), and Decision Tree (DT). The 
study resulted in a web application that enabled 
machine learning. The successful web application 
provides an accessible and affordable approach to 
CKD testing. The implications of the research are 
profound in the field of medical diagnostics. The 
study also supports healthcare accessibility. The 
study represents an important innovation in the 
medical field of CKD taking into account that the 
costs of treatment are very high [8]. 
 

The purpose of the research presented by 
Hamatani was to develop and verify a prediction 
model for machine learning (ML). The developed 
model will anticipate hospitalization for heart 
failure (HF) in people who suffer from atrial 
fibrillation (AF). Supervised ML was used. The 
classifier algorithms of the model used in the 
study are as follows: Elastic Net, RF, Neural 
Network, Light Gradient Boosting Machine, 
SVM, and NB Model. The result of the research 
was to achieve a machine learning model that 
could stratify the risk of hospitalization for HF in 
people who have AF. The model achieved 
provides opportunities to implement strategies to 
prevent HF among AF patients. The research 
concluded that the algorithms had comparable 
high predictive performance. ML models had 
high sensitivity, specificity, and accuracy. The 
research gave the ten most important variables for 
the model, with pre-existing heart failure being 
the most important of all [9]. 
 

Thorsen-Meyer's research aimed to 
determine whether ML methods using time series 
data analysis improve mortality prognosis for 
intensive care unit (ICU) patients. To approach 
the prognosis, it is important to provide real-time 
predictions of 90-day mortality. A recurrent 
neural network with a temporal resolution of one 
hour was trained. A model was trained with 
longitudinal data from patients admitted to the 
ICU. The model was internally validated using 
the retention method with 20% of the training data 
set. The results of the investigation show that the 
prediction of 90-day mortality was improved. The 
research concluded that the results need to be 
confirmed so that this model can be used as a 
headline tool. The results need to be confirmed in 
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a randomized clinical trial. The statistical model 
must be built on a causal model to achieve viable 
models. The author concludes that the notion of 
the new model has yet to converge with powerful 
machine-learning methods [10]. 
 

The study presented by Liu aimed to 
implement an electrocardiogram (ECG) model 
using AI to detect patients with elevated 
pulmonary arterial pressure (ePAP). The model 
also aims to identify prognostic implications 
related to ePAP. Research developed an AI model 
to detect ePAP. The model evaluated independent 
data sets from a hospital ECG database in 41 097 
patients. Neural network deep learning tests of the 
model with 10-fold cross-validation resulted in an 
area under the curve (AUC) of 0.88 for detecting 
ePAP. The performance metrics of the model was 
successful across all ages, sexes, among other 
characteristics. The model was successful in 
identifying patients with ePAP. It also predicts 
patients' future risk of cardiovascular mortality. 
This model can be very useful to identify patients 
with ePAP.  It is possible to initiate pretreatment 
to improve the treatment of patients with ePAP 
[11]. 
 

Ferguson's proposed research aimed to 
develop and validate an RF model to predict the 
progression of CKD using demographic and 
laboratory data. As part of the methodology 
applied, 77,196 individuals with a GFR at risk 
were considered, in addition to 80 laboratory 
features, evaluating model discrimination using 
the AUC and calibrating observational and 
predicted risks. The model achieved an AUC of 
0.88 at two years and 0.84 at five years in internal 
tests. Within the model, 30% of high-risk 
individuals account for 87% of the two-year CKD 
progression events and 77% of the five-year 
progression events. The research mentions that a 
machine learning model that leverages routinely 
collected laboratory data can accurately predict a 
decline in renal failure [12]. 
 

In Ghosh and Khandoker's research, 
machine learning models were performed to 
predict CKD. This research proposes using a 
strategy based on explainable artificial 
intelligence (XAI), which takes advantage of 
clinical features. For the predictive model, five 
methods were considered: XgB, Naive Bayes, 
Random Forest, Decision Tree (DT) and Logistic 
Regression. The selection of the algorithms was 
based on accuracy and AUC. The research used 

two complementary algorithms, one is SHAP that 
deals with additive Shapley explanations and the 
other is LIME that deals with interpretable local 
explanations of the model to demonstrate the 
influence of the optimal characteristics of the 
model. The XgB model performed best, revealing 
essential variables that significantly impact 
prediction. The most significant variables of the 
study are creatinine, hemoglobin, and age. SHAP 
and LIME algorithms helped to interpret the 
machine learning models and help healthcare 
professionals understand the logic of the 
predicted results [13]. 
 

In this paper presented by Kanda, Machine 
Learning models were proposed to establish 
efficient detection and evaluation strategies. The 
application was performed in patients with early-
stage type 2 diabetes mellitus (DM2). The study 
purported to develop a new model to predict the 
risk of developing CKD or heart failure (HF). The 
models were derived from a retrospective cohort 
of 217,054 patients with DM2 with no history of 
cardiovascular or renal disease. The best 
performing algorithm was XgBoost. In external 
validation, the 5-year prediction area under the 
curve of receptor operating features for diagnosis 
and hospitalization was 0.718 and 0.83, 
respectively. The constructed model predicted the 
risk of developing CKD/ICD in patients with type 
2 diabetes mellitus with reasonable probability in 
the external validation. This clinical approach can 
help to promote better diagnosis and rapid 
intervention [14]. 
 

In the study by Wang and Chakraborty, a 
regression model was developed to predict the 
creatinine value based on twenty-three 
characteristics. Then, the predicted value is 
combined with the original twenty-three 
characteristics to assess the risk of CKD. The 
subsampling method was used, and a new mean 
square error (MSE) loss function was proposed. 
The RF, XgB, and a ResNet neural network-based 
model were used. R-squared value (R2) results 
were optimized to select the appropriate 
subsampling strategy. The regression model was 
used to predict creatinine. An R2 yield of 0.5590 
was obtained. Six values directly affecting 
creatinine were highlighted: Genre, Age, 
Hemoglobin, Urine Protein Level, Waist 
Circumference, and Smoking Habits. They were 
using the predicted value for creatinine, an AUC 
of 0.76. The proposed system can assess the risk 
of CKD, identify the high-risk population, and 
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recommend screening for the disease through a 
creatinine test. It is possible to reduce the impact 
of CKD and facilitate early detection through 
creatinine testing [15]. 
 

AI algorithms have been used in various 
ways to detect diseases. They are a tool for 
ensuring better treatment for different types of 
patients. 

 
3. MATERIALS AND METHODS 

 
This section presents the related concepts, 

the algorithms used, the origin of the dataset used, 
and its most important characteristics and 
columns. It also presents the tools used for data 
analysis. The section also contains the proposal's 
overall process, the dataset's treatment, and the 
creation and training of the model developed. A 
statistical comparison of the developed models 
was made.  

 
  3.1 Theoretical Foundations 

The following are the key theoretical 
concepts to understand the general proposal's 
development fully. The concepts mainly 
comprise the tools for the proposal and the reason 
for their selection. 

 
Artificial intelligence is a broad term that 

encompasses the analysis of the potential of 
modern computers to perform tasks that would 
usually require the involvement of human 
intelligence. The development of projects based 
on deep learning, neural networks, machine 
learning or natural language processing are 
among the most significant progress being made 
with Artificial Intelligence [16]. 

 
Without the need to use explicit 

programming, machine learning allows systems 
to obtain updates automatically from a set of data. 
Algorithms are used mainly to analyze data to 
generate patterns that are then used in decision-
making and the ability to make predictions [16]. 

 
Random Forest (RF) is a popular tree-based 

ensemble ML tool. It is highly adaptable to data 
and can account for the correlation and 
interactions between data features. This makes 
RFs particularly attractive for analyzing high-
dimensional genomic data [17]. 

 
XGBoost is a robust machine-learning 

algorithm used primarily for classification and 

regression tasks. This method is based on decision 
trees, and the optimized implementation of the 
Gradient boosting algorithm makes it 
outstanding. The algorithm uses a technique that 
builds predictive models by combining multiple 
decision trees. This improves accuracy and 
reduces the risk of over-adjustment, which helps 
the training process. This algorithm is highly 
focused on achieving two characteristics: 
Computational speed and Model performance 
[18]. 

 
AdaBoost (AdaB) is a machine-learning 

technique that combines multiple weak classifiers 
to form a solid and accurate classifier. The new 
robust classifier is achieved by assigning weights 
to the training data and adjusting these weights 
according to the errors made by the classifiers in 
previous iterations. Later classifiers often focus 
more on the problematic examples. AdaB is 
common in many applications, such as face 
detection systems, feature extraction, and 
intrusion detection systems. The reason for this is 
its ability to improve the accuracy of the base 
models [19]. 

 
In the Machine Learning field, the use of 

Decision Trees (DT) are widely used in methods 
that develop supervised learning. DT employs a 
tree-like structure, which, depending on the input 
characteristics, helps you to make decisions and 
also to predict results. To create a tree structure 
the algorithm recursively divides the data 
according to the selected features, these features 
are represented by the internal nodes and the 
possible results or final values are represented by 
the edges. DT selects the best combination of 
features and values to split the data at each node 
[20]. 

 
The solid Support Vector Machine (SVM) 

classification algorithm can be used for both 
linear and nonlinear classification. The goal of 
using SVM is to find the hyperplane that best 
differentiates the classes in the attribute space. To 
control the trade-off between maximizing the 
margin and minimizing the classification error 
SVM uses a cost parameter [20]. 

 
Gradient Boosting (GB) is a machine-

learning technique that builds prediction models 
sequentially for regression and classification 
problems. Each new model focuses on correcting 
the errors of the previous model by using a 
gradient descent process to adjust the loss 
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function. Although the method can be prone to 
overfitting, this is controlled by regularization 
techniques. The most common regularization 
technique is to limit the number of trees and 
adjust their depth. GB effectively handles 
complex problems and adapts to different types of 
data and loss functions. In addition, it allows us to 
assess the importance of the characteristics, 
which helps us understand which variables have 
the most significant impact on the predictions 
[21]. 

 
Python is focused on ease and readability 

and is well known for having a simple learning 
curve, which is why these characteristics make it 
a high-level interpreted programming language. 
In addition to the benefits of the language itself, 
you can take advantage of the power of other 
programming languages at the system level if you 
need to, the Python community has many tools 
and libraries available that make the language 
particularly nice and friendly for programmers 
dedicated to data science, scientific computing, 
and machine learning workloads. The latest 
libraries for machine learning and deep learning 
have their roots in Python. This language has 
experienced notable popularity that has increased 
with research and projects in the field of scientific 
computing in the last ten years [22]. 

 
PyCaret 3.0 is a set of Python-based 

libraries used mostly in low-code and open-
source machine learning developments. It is very 
useful because it automates workflows and 
speeds up the development of ML models. It is a 
complete tool for model management and 
machine learning that increases efficiency and 
exponentially accelerates the experimental cycle 
[23]. 

 
Colab is a service hosted by Jupyter 

Notebook that allows programming and running 
Python in the browser. Colab requires no 
configuration and access to GPUs at no additional 
cost. This tool is suitable for machine learning, 
data science, and education. Successfully 
combines executable code and rich text, images, 
html. LaTex and much more in a single document. 
Notebooks created in Colab are stored in a Google 
Drive account for sharing content with other users 
[24]. 

 
 3.2 DataSet  

The dataset was obtained from Kaggle [25]. 
These data were obtained from patients who were 

admitted for two years at Hero DMC Heart 
Institute, Dayanand Medical College and 
Hospital Unit, Ludhiana, Punjab, India. The 
cardiology unit had 14,845 admissions during the 
study period, corresponding to 12,238 patients 
and 1921 patients with multiple admissions.  

 
The dataset comprises 56 columns with 

different types of patient medical data and 
corresponds to 15,000 records in total [26]. The 
data were linked to the date of admission of the 
patients; the date of hospital discharge; 
demographic information, such as rural or urban 
location, gender, age, and the type of outpatient 
or emergency admission. In addition, the patient's 
medical history and consumption, including 
alcohol and tobacco use, were also taken into 
account. Diseases such as hypertension (HTN), 
diabetes mellitus (DM), cardiomyopathy (CMP) 
and chronic kidney disease (CKD), coronary 
artery disease (CAD) were taken into 
consideration; and laboratory parameters 
corresponding to hemoglobin (HB), ejection 
fraction (EF), glucose, creatinine, urea, brain 
natriuretic peptide (BNP), total lymphocyte count 
(TLC), elevated cardiac enzymes (RCE) and 
platelets [26].  
 

BNP are proteins produced by the heart and 
blood vessels. BNP tests measure the amount of 
these proteins in a blood sample, and they are 
used to help detect heart failure. 
 

The left ventricle pumps blood with each 
contraction this is known as the ejection fraction 
(EF) . A sixty percent ejection fraction refers to 
the sixty percent of blood that the left ventricle of 
the heart pumps with each beat out of the total 
amount of blood. 
 

A total of 28 characteristics were recorded 
and analyzed, including pulmonary embolism, 
heart failure and acute segment elevation 
myocardial infarction (STEMI). It also has 
features such as shock. It has been considered the 
origin of shock in patients when it was any cause 
other than myocardial infarction, this shock has as 
its main characteristic a systolic blood pressure 
lower than 90 mmHg. Patients who suffered 
shock due to cardiac disease were assigned to a 
category called cardiogenic shock and patients 
who suffered shock due to multifactorial 
pathophysiology were included in both 
categories. Noting whether the patient was 
hospitalized or died, findings were documented 
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within the dataset. 
 

The age range of the dataset starts with 
patients from four years old to seventy years old. 
The age column has a higher percentage of 
patients from forty to sixty-five. The dataset also 
contains fifty percent of patients suffering from 
smoking and alcohol consumption. The CKD 
spine has a high rate of patients of about seventy 
percent. The Hypertension column indicates that 
eighty percent of patients present this item. The 
column on urea and creatinine, which are very 
important for the study, presents complete data 
for ninety-four percent of the total. Figure 1 
shows the percentage of patients with the 
abovementioned characteristics concerning the 
total number of records in the dataset. 
 

 

Figure 1:Percentage representation of patients' 
medical conditions in the dataset 

 
3.3. Proposed model for early detection of heart 

attacks in patients with CKD 
 

Figure 2 shows the general process of this 
study. The study consists of the construction of an 
efficient model with good results in the different 
metrics that have been selected for application. 

 
Initially, all the variables in the dataset are 

used for processing, training, and prediction using 
the various machine learning algorithms. 
Subsequently, the most influential variables of the 
dataset are obtained. These variables will be 
detected and evaluated to determine their level of 
importance. 

 
Then, the different metrics are applied 

within the model, giving us the results and 
qualities of each model built with the different 
algorithms. A statistical comparison is carried 
out, which will indicate which model has the best 
results. It concludes with the analysis of the 
statistical evaluation results and a response to the 

initial objectives of this research. 

Figure 2: Outline of the general proposal 
 
Dataset processing: The original dataset 

contains 15,757 records, and several columns 
were found with missing values. The information 
was processed using imputation techniques using 
the mean for the numerical variables and the 
mode and median for the categorical variables 
using the PyCaret library. These techniques 
ensure data consistency for subsequent model 
training. 
 

In the case of the BNP column, it was 
decided not to process the missing values because 
they are considered sensitive data and represent 
42.5% of the entire column's data. In addition, the 
outliers found in the dataset were identified and 
eliminated. The 'remove_outliers=True' setting 
was used with a threshold of 2%, and outliers 
were removed, which could be considered 
irrelevant information. 
 

Correct data processing helps to optimize 
the dataset, resulting in cleaner data for further 
analysis and training. Some fields are filtered to 
focus only on records directly related to CKD 
patients. 
 

After this filtering, 1550 records were 
obtained. These data were used to apply them in 
the ML models mentioned above. This 
information ensures that the CKD patient 
population will be analyzed exclusively. 

 
Model Creation: The programming process 

was simplified when the model was created with 
the help of PyCaret and a model for executing the 
algorithms could be generated. This study is 
taking 95% of the dataset for training because the 
model must learn patterns. 5% of the dataset is 
being taken for tests. In [27], it is mentioned that 
this division is feasible because of the number of 
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records we have, obtaining good results.  
 
Algorithm Execution: The selected 

algorithms were executed, and data on each 
algorithm was obtained for comparison. The same 
metrics were obtained for subsequent comparison 
in all the algorithms executed. These metrics are 
Accuracy, Area Under the Curve (AUC), True 
Positive Ratio (Recall), Precision, High Precision 
and High Sensitivity (F1-score), Model Accuracy 
Indicator (Kappa), and Matthews Correlation 
Coefficient (MCC). 
 

Ten folds were obtained for each algorithm 
from each metric. The most influential parameters 
for obtaining these folds are detailed below. 
 

In addition to the parameters mentioned 
above in the table, some important parameters 
were used in each of the algorithms consistently, 
which are listed below: 
 
● n_jobs=-1: Number of parallel jobs, in this 

case, using all cores. 
● n_estimators=None: Number of trees in the 

model, in this case, the maximum. 
● max_depth=None: Maximum tree depth 

until all leaves are pure. 
● learning_rate=None: Controls the 

contribution of each tree to the final model.  
● random_state=123: Seed for the random 

number generator. Setting this value ensures 
that the results are reproducible. 
 
Table 1 details some of the parameters used 

in each proposed algorithm, showing the most 
influential and unique parameters. 

 
Table 1: Parameters by algorithm 

Algorithm Parameters 

Random 
Forest 

bootstrap=True, 
criterion='gini', 
max_features='sqrt', 
min_samples_split=2 

XgBoost booster='gbtree', 
colsample_bytree=None, 
early_stopping_rounds=None, 
gamma=None, 
min_child_weight=None, 
objective='binary:logistic' 

AdaBoost learning_rate=1.0, 

n_estimators=50, 
algorithm='SAMME.R', 
estimator=None,  

Decision 
Tree 

min_impurity_decrease =0.0, 
max_features =sqrt, 
class_weight=None, 
criterion='gini', 
max_leaf_nodes =None,, 
ccp_alpha=0.0, splitter='best'. 

Support 
Vector 
Machine 

eta0=0.001, alpha=0.0001, 
epsilon=0.1, 
fit_intercept=True, 
class_weight=None 

Gradient 
Boosting 

loss='log_loss',  
subsample=1.0, max_depth=3 

 
Selection of best variables: Of the fifty-six 

variables, the ten most influential were selected 
for the model. The ten most influential variable is 
Heart failure with reduced ejection fraction 
(HFREF), which is given to see when the heart 
muscle does not contract effectively and less 
oxygen-rich blood is pumped to the body. Heart 
failure with average ejection fraction (HFNEF) 
indicates how efficiently the heart pumps blood. 
B-type natriuretic peptide (BNP) signals the 
blood vessels to open wider and the kidneys to 
eliminate water and salt through urine. This 
process helps reduce strain on the heart by 
lowering blood pressure and reducing the blood 
the heart has to pump. Ejection fraction (EF) is 
the amount of blood pumped out of a full 
ventricle, with each heartbeat expressed as a 
percentage. Creatinine (CREATININE) is filtered 
out of the blood by the kidneys and eliminated 
from the body in the urine; high creatinine levels 
indicate a kidney problem. Urea (UREA) is an 
essential indicator of kidney function and protein 
balance in the body. Glucose (GLUCOSE) or 
blood sugar is the key to keeping the body's 
mechanisms functioning optimally. Platelets 
(PLATELETS), age (AGE), and total leukocyte 
count (TLC). 
 

The results obtained by the RF algorithm 
were considered for choosing the most influential 
variables in predicting heart attacks. Figure 3 
shows the variables that are of direct importance 
to CKD disease. 
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Figure 3: Most Influential Variables in the model 
according to Random Forest 

 
4. RESULTS AND DISCUSSION 

 
The results obtained from the procedure 

detailed above are presented below. The results of 
the seven metrics explained compared to each of 
the developed algorithms are shown. Finally, a 
statistical valuation is placed to obtain the best 
algorithm developed. 
 

Accuracy: Figure 4 shows a comparative 
table on the Accuracy metric. Accuracy is the 
proportion of correct predictions a model makes 
concerning the total number of predictions. As 
shown in Figure 4, the AdaBoost algorithm 
performs better in this metric's results. The SVM 
algorithm shows the lowest performance of all the 
algorithms. 

 

Figure 4: Comparison of the accuracy metric for the 
six algorithms.  

 
AUC: A comparison table on the AUC 

metric is shown below in Figure 5. AUC 
represents the probability that given a randomly 
chosen positive and negative example, the model 
will classify the positive as more significant than 
the negative. Generally, the higher the AUC 
score, the better the performance of a binary 
classifier for a given classification task. As can be 
seen in Figure 4, the algorithm with the best 

performance for this metric is AdaBoost. The 
algorithm with the lowest performance is SVM. 

 

Figure 5: Comparison of the AUC metric for the six 
algorithms. 

 
Recall: A comparative table on the Recall 

metric is shown below in Figure 6. Recall, or 
exhaustiveness, is a metric that measures the 
proportion of positive cases that a classification 
model correctly identifies about the total number 
of real positive cases. As can be seen in Figure 5, 
the algorithm with the best performance for this 
metric is Gradient Boosting. The algorithm with 
the lowest performance is SVM. It can also be 
noted that SVM maintained high results in the 
first half of the folds, but in the second half, it 
declined. 

 

Figure 6: Comparison of the Recall metric for the six 
algorithms. 

 
Precision: A comparison table on the 

precision metric is shown below in Figure 7. 
Accuracy is a simple and intuitive metric that 
indicates the percentage of correct predictions 
from the total number of predictions. Precision 
measures the reliability of the model when 
predicting a positive outcome. As can be seen in 
Figure 6, the best algorithm for this metric is 
AdaBoost. The algorithm with the lowest 
performance is SVM. 
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Figure 7: Comparison of the Precision metric for the 
six algorithms. 

 
F1-score: A comparative table on the F1-

score metric is shown below in Figure 8. The F1 
score is a metric that for a single value merges the 
recall and precision of a classifier. It is 
determined as the balance of the harmonic mean 
of recovery and precision. The F1 Score considers 
both precision and recall to calculate a score that 
tends to be lower than either of the individual 
metrics when one is significantly lower than the 
other. This reflects that the F1 Score penalizes 
extreme imbalances between precision and recall, 
ensuring that both are reasonably high to obtain a 
high F1 Score. As can be seen in Figure 7, the 
algorithm that performs best for this metric is 
Gradient Boosting. The algorithm with the lowest 
performance is SVM.  

 

Figure 8: Comparison of the F1 metric for the six 
algorithms. 

 
Kappa: The graph of the Kappa metric in 

Figure 9 shows the performance of the models in 
this metric, with the Gradient boosting model and 
AdaBoost reaching the maximum in folds 3, 4, 
and 9. On the other hand, the SVM model 
obtained the minimum in fold 9. It helps evaluate 
the precision and consistency of classification 
models in machine learning tasks. 

 

Figure 9: Comparison of the Kappa metric for the six 
algorithms. 

MCC: The MCC metric plot in Figure 10 
shows the performance of the models in this 
metric, with the Gradient boosting and AdaBoost 
model reaching the maximum at folds 3, 4, and 9. 
The SVM model obtained the minimum at fold 9. 
MCC is used to measure quality when talking 
about binary classification. This metric considers 
true and false positives and negatives, providing 
a balanced assessment of model performance, 
even with unbalanced data. It is regarded as one 
of the best metrics when there is a significant 
difference between data categories. 
 

 

Figure 10: Comparison of the MCC metric for the six 
algorithms. 

 
Shapiro-Wilk Normality Tests and Levene 

Homogeneity of Variance Tests: The Shapiro-
Wilk statistical test was performed to evaluate the 
results of each metric and confirm the normal 
distribution of the data. This technique is efficient 
in small data sets; these records are, at most, 2000 
observations, and its performance is more optimal 
in small sample sizes. Next, Levene's test was 
applied to ensure that the data variances remained 
constant. In most cases, the data passed both 
evaluations. Finally, the ANOVA test for 
repeated samples was performed, and at least two 
averages showed significant differences in the 
results of the seven metrics. 
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It is essential to identify where these 

significant differences are found. For this reason, 
the Student's t-test for related samples was 
applied, with a 99% confidence interval. Peer 
comparisons were performed, and those that did 
not show relevant differences were classified into 
groups. Finally, groups ranging from the most 
outstanding results (Group 1) to the worst were 
established, as shown in Table 3. 
 

As Table 2 shows, the algorithm that has 
remained in group 1 (G1) in all metrics is 
AdaBoost. AdaBoost has the best results 
throughout our study, followed by Gradient 
Boosting and Random Forest. 

 
Adaboost is the best algorithm, and it 

matches the explanations of [28] in their study on 
selecting improved features and ensemble 
learning for cardiovascular disease prediction. It 
sets Adaboost as one of the most promising 
algorithms for improving predictive modeling. 
Their results show that AdaBoost removed 
impurities from the model and boosted its 
efficiency. It also proves to be an effective 
algorithm for predicting heart disease. The use of 
AdaBoost in various industries is described in 
[29]. In the medical field, this algorithm has 
evidenced significant potential for improving 
classification performance; it is adequate for 
multiple medical uses. In addition, it indicates 
that the application of Adaboost performs a 
crucial role in the early detection of diseases, 
improves patients' medical examination results, 
and decreases the costs associated with medical 
care. 
 
Table 2: Groupings and means of each metric by the 

corresponding algorithm. 

Metric / Algorithm 
Ada

B 
GB RF XgB DT SVM 

Accuracy 

Group G1 G1 G1 G2 G2 G3 

Mean 
98.1
56 

96.
505 

93.
59 

87.1
85 

85.9
22 

52.7
19 

AUC 

Group G1 G2 G2 G3 G4 G5 

Mean 
99.6
98 

98.
327 

98.
34 

95.8
16 

86.0
28 

54.7
13 

Recall 

Group G1 G1 G1 G2 G2 G3 

Mean 
97.2
34 

98.
936 

97.
44 

85.3
19 

87.2
34 

32.5
53 

Precision 

Group G1 G1 G1 G1 G1 G2 

Mean 
98.7
84 

94.
383 

89.
57 

86.7
26 

83.3
85 

37.0
22 

F1-score 

Group G1 G1 G1 G2 G2 G3 

Mean 
97.7
73 

96.
451 

93.
30 

85.8
05 

85.0
92 

23.3
63 

Kappa 

Group G1 G1 G1 G2 G2 G3 

Mean 
96.2
29 

93.
047 

87.
19 

74.1
36 

71.7
96 2.36 

MCC 

Group G1 G1 G1 G2 G2 G3 

Mean 
96.5
18 

93.
425 

87.
55 

74.4
28 

72.1
16 

4.71
4 

 
5. CONCLUSIONS 

 
It is concluded that the study's objective was 

met since a model for predicting heart attacks in 
patients with CKD was developed. This model 
has been developed using six different algorithms 
and is functional for new datasets that can be 
predicted. An algorithm with better results was 
obtained when building the model. The algorithm 
with the most impact on the study was Adaboost, 
with a confidence of 99.69%. This algorithm 
builds a model that exceeds all the metrics with 
respect to other algorithms. In addition, it is 
concluded that the Support Vector Machine 
algorithm builds a model with the lowest results, 
so its application in models similar to the one used 
in this study is not recommended. 

 
This study is important because it is used in 

the health field, such as the prognosis of heart 
attacks in people with CKD. The proposed model 
allows classifications or predictions of this 
prognosis to be made with good results. 
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