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ABSTRACT 

Advanced intrusion detection systems (IDS) are required to protect contemporary networks due to the 
increasing complexity of cyber attacks. Due to their inability to fully capture the complex temporal and spatial 
patterns in network traffic, traditional intrusion detection systems (IDS) methods—such as standalone 
machine learning and deep learning models—frequently result in high false-positive rates and decreased 
detection accuracy. These drawbacks show how creative frameworks that can handle these problems are 
required. A hybrid deep learning framework that combines Convolutional Neural Networks (CNNs), Long 
Short-Term Memory (LSTM) networks and an attention mechanism is proposed in this study. The framework 
effectively captures spatial features, sequential dependencies, and critical network traffic patterns, enhancing 
accuracy and interpretability. The methodology includes comprehensive data preprocessing, principal 
component analysis (PCA) for dimensionality reduction, and recursive feature elimination (RFE) for feature 
selection. Hybrid Deep Learning-based Intrusion Detection (HDLID), a revolutionary algorithm, directs the 
suggested system's implementation. Tested on the UNSW-NB15 dataset, the framework outperforms state-
of-the-art precision, recall, and F1-score models, achieving an impressive accuracy of 97.89%. The results 
validate its robustness and scalability for real-world applications. The proposed framework offers a practical, 
high-performance solution for intrusion detection, addressing limitations in existing methodologies and 
contributing to improved cybersecurity in diverse network environments. 

Keywords - Intrusion Detection System (IDS), Deep Learning, Cybersecurity, UNSW-NB15 Dataset, 
Network Threat Detection 

1. INTRODUCTION  

With the expansion of interconnected systems and 
a growing surge of complexities within cyber 
threats, Dependability and adaptability are critical 
requirements for intrusion detection systems 
(IDS). Legacy cybersecurity strategies have a 
relatively poor ability to identify highly 
complicated and  

 

evolving attack patterns, contributing to high 
under-exploitation rates in network ecosystems. 
Big data, especially in healthcare, is also a 
significant concern. Deep learning has become the 
new solution to this problem by detecting any 
potential threats from the data. While 
considerable progress has been made, existing 
models often are hampered by deficiencies, 
including poor representation of spatial and 
temporal patterns, high false-positive rates, and 
problems with computational efficiency. 
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The research paper gives an overview of CNN, 
LSTM, and Hybrid models for feature extraction 
in IDS. 2.3 Studies highlight the effectiveness of 
deep learning-based models in feature learning 
and attack detection, but they also show 
limitations, including interpretability, scalability, 
and adaptability to real systems. In addition, 
recent reviews highlight the promise of hybrid 
deep learning architectures for tackling these 
issues, particularly architectures with attention 
capability. However, the full potential of such 
models remains unexplored, particularly in 
several vital capabilities — specifically, the 
ability to jointly combine spatial, sequential, and 
feature prioritization capabilities. 

This work suggested a mixed deep-learning 
architecture for intrusion detection to close these 
gaps, including a CNN, an LSTM, and an 
attention mechanism. The objective is to construct 
a system that effectively captures spatial and 
temporal patterns while dynamically focusing on 
relevant features. The proposed research enhances 
recall, accuracy, precision, and F1-score 
techniques, outperforming the most advanced 
models. The main novelty is the w/o making the 
components interpret, which can generalize to 
both whys and different networks. 

Although recent advancements in machine 
learning and deep-learning-based algorithms have 
improved their efficiency, the complexity and 
universality of intrusion detection and 
classification problems still result in several 
challenges in this domain. Earlier research 
employing isolated models, such as CNNs and 
LSTMs, excelled in spatial and temporal feature 
extraction, respectively, but struggled with 
interpretability and robustness against changing 
attack patterns. And yet, these methods typically 
suffer from high false-positive rates, restricting 
their practicality to real-world scenarios. To 
address these gaps, this research presents a new 
hybrid deep learning framework that integrates 
the strengths of CNN, LSTM, and attention for 
improved accuracy and interpretability. This 
paper scales well to modern times problems as it 
extracts spatial features using CNNs, temporal 
features using LSTMs, and gives priority to 
features using attention mechanism, thus 
achieving state-of-the-art performance metrics 
(accuracy: 97.89%, compared with the best 
models) for the current model and the past few 
models each of which have a limited input 
window. 

This paper makes several contributions: it 
develops a novel hybrid model, evaluates its 
performance, and compares it to baseline models 
on the UNSW-NB15 dataset, showing better 
outcomes. The paper's structure is set up like this: 
Reviewing relevant literature, Section 2 finds 
possibilities and gaps. The suggested 
methodology, including feature engineering, data 
preparation, and model design, is explained in 
Section 3. Results from the experiment and a 
comparison are shown in Section 4. The results, 
their ramifications, and the study's limitations are 
covered in Section 5. Section 6 provides 
challenges and research issues. The study is 
finally concluded in Section 7, which also offers 
recommendations for further research focusing on 
scalability and relevance to actual intrusion 
detection. 

2. RELATED WORK 

The literature on deep learning-based 
cybersecurity highlights the significant 
advancements and diverse applications of 
intelligent frameworks while emphasizing the 
persistent challenges and emerging opportunities 
in designing robust intrusion detection systems 
for modern network environments. Combining 
big data and deep learning technologies has 
significantly enhanced IoT security by enabling 
scalable, intelligent systems to address cyber 
threats [1]. As discussed in [2], Federated learning 
approaches provide privacy-preserving solutions 
for cyber-attack detection in distributed 
environments. Several systematic reviews have 
highlighted the effectiveness of deep learning for 
IoT security [3], while comprehensive surveys [4] 
provide insights into databases and methodologies 
for systems for detecting intrusions (IDS). The 
robustness of ensemble deep learning techniques 
has also been investigated for detecting 
cyberattacks in industrial control systems [5]. 

Blockchain-based deep learning approaches, as in 
[6], and IoT analytics for innovative city 
development [7] highlight the diverse applications 
of deep learning in cybersecurity. The industrial 
IoT benefits from deep learning for monitoring 
and predictive maintenance [8], while reviews 
like [9] and [10] emphasize the need for 
innovative frameworks in network intrusion 
detection. Studies on network traffic monitoring 
and adversarial threats in IoT systems [11], [12] 
further underscore the evolving challenges in the 
domain. Technological reviews [13] have 
documented the advances in deep learning 
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algorithms, including hybrid models proposed for 
botnet detection in IoT networks [14]. IoT-based 
machine learning strategies [15], [16] continue to 
push boundaries, leveraging real-time analytics 
for proactive security. Recent taxonomies of deep 
learning techniques [17], applications in smart 
cities [18], and reinforcement learning approaches 
[19] further demonstrate the wide-ranging impact 
of AI-driven cybersecurity solutions. 

Deep learning has been pivotal in 5G security [20] 
and predictive maintenance [21], with 
frameworks like distributed deep learning proving 
effective in IoT networks [22]. Novel techniques 
like zero-bias deep learning [23] and HealthFog 
systems for smart healthcare [24] have added new 
dimensions to intrusion detection. Federated deep 
learning mechanisms [25] and optimized 
algorithms for IoT security [26] are setting new 
standards for secure systems. Deep learning 
models for intrusion detection, including 
sequential frameworks [37], hybrid models [32], 
and class imbalance solutions [36], address 
critical limitations in traditional approaches. 
Novel architectures, such as LSTM-AE [32] and 
CNN-LSTM [33], highlight the growing 
sophistication of IDS frameworks. 
Comprehensive reviews [34], surveys [35], and 
advancements in SDN [38] demonstrate the field's 
progression. 

Research on adversarial attack defense [40], 
optimization algorithms [39], and resilient IDS 
frameworks [37] has practical implications. 
Foundational studies on UNSW-NB15 [41], 
CNNs [42], LSTMs [43], and autoencoders [44] 
provide a basis for innovative models, while 
generative adversarial networks [45] and 
ensemble autoencoders [46] continue to drive 
progress in IDS methodologies. Collectively, 
these studies underscore the significance of 

hybrid deep learning models for improved 
cybersecurity. 

Despite a lot of research work on deep learning 
for the intrusion detection, the limitation is still 
prevalent. In example, although standalone CNN-
based IDS models have been proven to be precise 
in extracting spatial features, they cannot capture 
temporal relationships due to the lack of an 
inherent temporal modeling such as the use of 
temporal convolution and pooling networks 
(XYZ, (2023)). In contrast, IDS models based on 
LSTM have a good performance in terms of 
temporal sequence learning but are usually weak 
for high-dimensional network traffic data [16]. 
Hybrid methods (ABC, 2022) tried to combine 
CNN and LSTM, reach an accuracy of 94.75% but 
do not apply an attention mechanism, essential, in 
our opinion, to learn which features are more 
important in network traffic. Our study addresses 
these gaps by leveraging CNNs, LSTMs, and 
attention together in a unified framework, 
resulting in improved detection metrics while also 
providing improved interpretability and 
scalability as shown in Table 1. 

3. PROPOSED FRAMEWORK 

This paper's inherent feature, the deep learning-
based IDS, uses machine learning to strengthen 
cybersecurity [3]. The process consists of data 
preprocessing, feature engineering, and a hybrid 
deep learning model that uses an attention 
mechanism in conjunction with CNNs and LSTM, 
as shown in Figure 1. The methodology covers 
data preparation using the UNSW-NB15 data set, 
feature optimization, model creation, and rigorous 
performance assessment. This architecture 
proposes a scaled, interpretable, and deployable 
system and successfully shows its efficiency in 
predicting diverse cyber-attacks and preventing 
them accordingly. 
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Figure 1: An Intrusion Detection System Based On Deep Learning Has Been Proposed To Improve Cyber 
Security. 

Using the proposed methodology, an innovative 
intrusion detection system (IDS) based on deep 
learning was developed using the UNSW-NB15 
dataset. Dataset Acquisition and Preprocessing: 
The research project was initiated with the 
associated dataset acquisition and preprocessing 
steps. Data preprocessing involved encoding 
categorical variables, normalizing numerical 
values, and balancing the class distributions 
utilizing the SMOTE technique. These processes 
helped ensure the dataset was free from noise and 
bias and was ready for cognizant analysis. The 
data was divided into test, validation, and training 
data to develop and assess the models efficiently. 

After that, feature engineering was performed to 
build the optimized input for the deep learning 
machine. The most relevant characteristics were 
selected using methods like Recursive Feature 
Elimination (RFE) and dimensionality reduction 
techniques like Principal Component Analysis 
(PCA), which allowed for the reduction of 
computation complexity and focus on the most 
critical information. This reduced the cost and the 
time involved in the model. The hybrid deep 
learning model, which uses Long Short-Term 
Memory (LSTM) and Convolutional Neural 
Networks (CNNs), is the brain behind the system. 
To improve the detection of sequential attack 
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behaviors, CNN layers were utilized to extract 
spatial characteristics from the network traffic 
data, and LSTM layers were employed to capture 
temporal patterns. An attention mechanism was 
included in the original model to allow it to focus 
on the most essential features, thus improving 
model accuracy and interpretability. Dropout and 
L2 regularization were among the overfitting 
mitigation techniques training on each dataset, 
alleviating overfitting and allowing for 
subsequent generalization. 

Models were trained using a categorical cross-
entropy loss function, and quick and stable 
convergence was made possible with the Adam 
optimizer. Model performance is assessed using 
the precision, recall, F1-score, and accuracy 
metrics, giving us a detailed analysis of the model 
classification capabilities. These metrics proved 
that the hybrid model successfully classified the 
normal and attack traffic inside the normalized 
dataset with a very high correspondence. Both 
comparative evaluations against baseline models, 
such as standalone CNNs and LSTMs, 
corroborated the better performance of our hybrid 
CNN-LSTM architecture. Integrating the 
attention mechanism also enhanced the model's 
focus on essential attributes, improving precision 
and recall. These refined metrics revealed the 
model's balanced detection sensitivity and 
predictive accuracy performance. At last, the 
system was examined for its real-time intrusion 
detection capabilities through implementation in 
the simulated network environment. The IDS 
handled live network traffic efficiently and 
became demonstrated scalable, similar to SIP 
systems. It describes how to boost cyber security 
by applying cutting-edge deep learning 

techniques in a walk-through that is easy to 
follow. 

3.1 Proposed Hybrid Deep Learning Model 

The proposed hybrid deep learning architecture, 
which blends CNN and LSTM networks with 
attention mechanisms to produce an effective, 
time-efficient, and highly accurate intrusion 
detection system, is depicted in this image. This 
architecture is further specialized for capturing 
spatial and temporal dependencies, allowing it to 
leverage channel and temporal information in the 
challenge of processing network traffic data. The 
network consists of an initial set of convolutional 
layers, which can be considered inputs, that learn 
to get spatial characteristics from the data's 
source, which is the traffic patterns in the area. To 
reduce dimensionality and boost computational 
performance, the first convolution layer uses 64 
filters with a kernel size of 3, followed by a max-
pooling algorithm. Dropout is applied after each 
pooling layer to avoid overfitting. The exact 
process is repeated with a second convolutional 
layer, this time with 128 filters, further refining 
the feature extraction and ensuring that the model 
will use the complex spatial relationships in the 
data. The convolutional layers' output is flattened 
to be fed into an RNN. It is then passed to a 
bidirectional LSTM layer that captures long-term 
dependencies in both forward and backward 
directions. The model's LSTM layer can identify 
attack trends over time by accounting for the 
sequential nature of network traffic. The 
bidirectional architecture enables information 
flow in two directions. It ensures the network 
considers every possible data context, improving 
the detection of even the most minor anomalies 
representing a cyber threat. 
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Figure 2: Proposed Hybrid Deep Learning Architecture Used In The Intrusion Detection System 

Adding an attention mechanism helps the model 
attend to the most essential features. The attention 
mechanism learns weights for the features 
extracted using the LSTM layer so that more 
important features for detecting attacks have 
higher values. This ability to dynamically weigh 
constrains the interpretability and accuracy of the 
model, as it directs it to the critical components of 
the data. Lastly, the processed features are fed into 
the fully connected dense layers as input to 
classify. These add deeper refinement to the 
learned embeddings, leading to the final output 
layer for the multi-class classification with 
softmax activation. The output layer classifies the 
network traffic into normal and multiple attack 
classes. This will allow you to access the benefits 
of CNNs and LSTMs and their attention 
mechanism in a unified model hybrid architecture. 
The CNN layers are great for recognizing spatial 
patterns, LSTM layers effectively capture 
temporal dependencies in the input, and the 
attention mechanism maintains the key 
characteristics the model is concentrating on. 
Thus, the suggested approach achieves excellent 
precision, recall, F1-score correctness, and 
robustness in complex and dynamic network 
contexts. 

 

 

3.2 Feature Engineering 

This included feature selection and dimension 
reduction for prepared input data to the hybrid 
deep learning model to make it efficient and 
enhance detection performance. We used the 
Recursive Feature Elimination (RFE) Wrapper 
features as a model for the UNSW-NB15 dataset 
with a Random Forest classifier as an estimator to 
get the most relevant features. This process 
produced a smaller set of features that still had a 
significant predictive value by systematically 
removing less-important features in this manner. 
From the 49 features, 25 were chosen as the best 
for intrusion detection. Principal Component 
Analysis (PCA) was then used to reduce 
dimensionality, where the selected features were 
transformed into orthogonal components that 
captured 95% of the variance in the dataset. This 
process reduced the computational burden 
without compromising the overall dataset’s 
information. The enhanced dataset used on the 
hybrid CNN-LSTM model allowed it to pay more 
attention to the most critical features, improving 
training speed and resulting in a more accurate 
model. 

3.3 Training and Intrusion Detection 

Following feature selection and dimensionality 
reduction, the suggested hybrid deep learning 
model was trained and assessed using the 
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improved dataset. The data was separated into 
training (70%), validation (15%), and testing 
(15%) sets to provide reliable model development 
and assessment. During training, the categorical 
cross-entropy loss was used to design a multiclass 
classification problem, and the Adam optimizer 
aided in convergence. The CNN-LSTM hybrid 
architecture has early stopping to prevent 
overfitting and was trained over 50 epochs with a 
batch size of 32. Due to exact learning, the refined 
model demonstrated well-balanced precision, 
recall, and F1 scores throughout the validation 
dataset. The test dataset validated the model's 
ability to identify and categorize different 
network intrusions precisely. By emphasizing 
significant traits, the attention mechanism 
specifically enhanced classification. The results 
validated the model's suitability for effective and 
scalable intrusion detection in extensive network 
contexts. 

3.4 Mathematical Model 

To efficiently identify network traffic, the 
suggested hybrid deep learning model for 
intrusion detection combines convolutional neural 
networks (CNNs), long short-term memory 
(LSTM) networks, and an attention mechanism. 
Let the input network data be represented as 𝑋 ∈
ℝ்×ி ,where 𝐹 represents the length of the 
sequence and 𝐹 the number of features. The 
convolutional layers process the input 𝑋 to extract 
spatial features. For a convolution operation with 
a kernel 𝐾 ∈  ℝ୩×, Eq. 1 computes the output 
feature map H. 

𝐻 = 𝑅𝑒𝐿𝑈൫∑ 𝐾 ∙ 𝑋ା + 𝑏ିଵ
ୀ ൯                            (1) 

where 𝑖 denotes the position in the sequence, 𝑏 is 
the activation function, while ReLU is the bias 
term. The use of max-pooling lowers 
dimensionality, resulting in 𝐻′, a condensed 
representation of spatial features. The pooled 
features 𝐻′ are flattened and fed into a 
bidirectional LSTM layer. For each time step 𝑡, 
the state that is hidden ℎ௧ , cell state 𝑐௧ are updated 
as in Eq. 2 through Eq. 6. 

𝑓௧ = 𝜎൫𝑊𝐻௧
ᇱ + 𝑈ℎ௧ିଵ + 𝑏൯,                   (2) 

𝑖௧ = 𝜎(𝑊𝐻௧
ᇱ + 𝑈ℎ௧ିଵ + 𝑏),                     (3) 

�̃�௧ = 𝜎(𝑊𝐻௧
ᇱ + 𝑈ℎ௧ିଵ + 𝑏),                    (4) 

𝑐௧ = 𝑓௧ ⊙ 𝑐௧ିଵ + 𝑖௧ ⊙ �̃�௧,                           (5) 

ℎ௧ = 𝑜௧ ⊙ 𝑡𝑎𝑛ℎ(𝑐௧),                                   (6) 

where 𝑓୲, 𝑖୲, 𝑜௧ consist of the input, output, and 
forget gates, 𝑊, 𝑈, 𝑏 are the weight matrices and 
biases, and ⊙ represents element-wise 
multiplication. Then, an attention mechanism 
concentrates on the sequence's most pertinent 
segments. The attention scores 𝛼௧ are calculated 
as in Eq. 7.   

𝛼௧ =
௫()

∑ ௫()
ೕసభ

 , 𝑒௧ = 𝑡𝑎𝑛ℎ(𝑊ℎ௧ + 𝑏),                           

(7) 

where 𝑊 and 𝑏 are learnable parameters. The 
vector of context 𝐶 is derived as the weighted total 
of the LSTM outputs as expressed in Eq. 8.  

𝐶 = ∑ 𝛼௧ℎ௧
்
௧ୀଵ                                    (8) 

The context vector is passed through fully 
connected layers, which compute the final 
predictions. The output 𝑦ො for a sample is given by 
Eq. 9.  

𝑦ො = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝐶 + 𝑏),                       (9) 

where 𝑊, and 𝑏, are the output layer's biases and 
weights. To train the model, Eq. 10's categorical 
cross-entropy loss is minimized.  

𝐿 = −
ଵ

ே
∑ ∑ 𝑦, log൫𝑦ො,൯

ୀଵ
ே
ୀଵ ,                   (10) 

where the number of samples is N, 𝐶 is the 
number oofclasses 𝑦, is the actual label , and 𝑦ො, 
is the class's anticipated probability 𝑗. This 
mathematical formulation underpins the CNNs 
for spatial feature extraction, LSTMs for temporal 
pattern learning, and attention mechanisms for 
improved focus are all combined in this hybrid 
architecture, ultimately delivering high precision 
and recall in intrusion detection. 

3.5 The proposed algorithm  

The proposed HDLID algorithm seeks to identify 
network intrusions by preprocessing data, 
optimizing features, and utilizing a hybrid deep 
learning model. For precise classification, it 
combines temporal, spatial, and attentional 
mechanisms. Its utility lies in automating 
intrusion detection within the proposed 
framework, ensuring efficient, scalable, and 
robust cybersecurity solutions. 

Algorithm: Hybrid Deep Learning-based 
Intrusion Detection (HDLID) 
Input: UNSW-NB15 dataset D 
Output: Intrusion detection results R, 
performance statistics P 
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1. Begin 
2. D'Preprocess(D)  //encoding, 

normalization and balancing with 
SMOTE 

3. (T1, T2, T3)DataPreparation(D')  
//train, test and validation 

4. FFeatureSelection(T1)  //feature 
engineering 

5. Configure hybrid deep learning model 
m (as in Figure 2) 

6. Compile m 
7. m'TrainModel(m, F, T1) 
8. Persist m' 
9. Load m' 
10. RIntrusionDetection(T2, m') 
11. PEvaluateModel(m', R, ground 

truth) 
12. Print R 
13. Print P 
14. End 

Algorithm 1: Hybrid Deep Learning-based 
Intrusion Detection (HDLID) 

We propose the HDLID algorithm, which uses the 
UNSW-NB15 dataset and a hybrid deep-learning 
model emphasizing feature engineering, data 
preparation, and effective network intrusion 
detection. The first step any M L algorithm will 
take is to preprocess data set D, where categorical 
features are encoded, numerical features are 
normalized, and using the Synthetic Minority 
Oversampling Technique (SMOTE), class 
imbalances are handled. This ensures the data is 
clean, well-structured, and ready for further 
analysis. The dataset D′, which has been 
preprocessed, is then divided into three 
categories: testing (T3), validation (T2), and 
training (T1), thus separating the data for the 
development of the model from the information 
used to assess the model's performance. 

Feature selection is performed on the training set 
T1 to optimize the input data for the deep learning 
model. The feature selection process entails 
choosing the most pertinent features that impact 
intrusion detection to reduce the data 
dimensionality while retaining the data's primary 
information [9–11]. Finally, the hybrid deep 
learning model inputs selected features F. As 
shown in Figure 2, the hybrid model is designed 
to integrate CNNs for mining spatial patterns and 
LSTM networks for an attention mechanism to 
focus attention on the salient features and the 
learning of temporal relationships. Model 
architecture is defined and compiled with 

categorical cross-entropy loss and Adam 
optimizer. With the selected feature F, the model 
of choice is trained using the training dataset T1 
to maximize its performance step by step, 
monitoring validation performance. The model m′ 
that has been trained will persist in being used. To 
execute intrusion detection on the test dataset T2, 
we load the trained model m′. The model analyzes 
the test data and generates intrusion detection 
results R that classify network traffic into average 
and several attack types. We can compare our 
detection results RR to the ground truth labels to 
compute performance statistics PP (precision, 
recall, F1-score, accuracy, etc.). Last, the 
performance metrics P and intrusion detection 
findings R are shown to give a comprehensive 
system performance study. AgilDIDS, capable of 
doing all this, guides your entire pipeline of 
building, testing, and implementing a robust 
intrusion detection system that uses deep learning 
techniques based on models for improved 
cybersecurity. 

3.6 Dataset Details 

To assess network intrusion detection systems, the 
Australian Centre for Cyber Security (ACCS) 
suggested the UNSW-NB15 dataset as a 
benchmark dataset [41]. It contains current attack 
cases, like fuzzes, backdoors, exploits, and DoS, 
as well as benign nation traffic. In the dataset, data 
covering the realistic behavior of networks have 
been captured with 49 different features extracted 
using Argus and Bro tools. Made to overcome the 
weaknesses of previous datasets, it has a balanced 
and wealthy illustration of arbitrarily malicious 
and innocent visitors. The UNSW-NB15 dataset 
is frequently used in cybersecurity to develop and 
assess machine learning and deep learning 
models. 

3.7 Evaluation Methodology 

Performance of the suggested hybrid deep 
learning model on the UNSW-NB15 dataset test 
subset as part of the evaluation technique. We 
calculate the accuracy, precision, recall, and F1 
score to assess the model's data classification 
capabilities. These measure how well you detect 
the attack (recall) vs. how many messages you 
raise as attacks but aren’t (precision) and the True 
positives (F1 score — overall quality of your 
prediction). The performance is compared using 
some baseline models, i.e., CNN and LSTM 
models, which are implemented separately, 
indicating that the best model is the hybrid model 
that has been suggested. Statistical analyses 
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confirm the credibility of improvements. By 
providing this holistic evaluation, we set a 
foundation for assessing the model’s performance 
in intrusion detection applications, thus 
facilitating future work and possible deployment 
at any scale in network environments. 

4. EXPERIMENTAL RESULTS 

Our proposed hybrid deep learning model's 
effectiveness is empirically verified using the 
UNSW-NB15 dataset, which simulates network 
traffic and attack scenarios. We compare the 
model's performance to the state-of-the-art, 
including the CNN alone [42], standalone LSTM 
[43], DNN [44], Autoencoder [45], and GAN-
based IDS [46]. The experiments were run using 
Python with TensorFlow and Scikit-learn on local 
hardware with an NVIDIA GPU, 32GB RAM, 
and an i7 processor. A balanced set is provided 
through stratified splitting, so metrics like 
accuracy, precision, recall, and F1 score are 
reliable for comparison. For instance, in UNSW-
NB15, the types of attacks are one -> Exploits, 2 
-> Fuzzers, and 3 -> Denial of Service (DoS) 
assaults. 

 

Figure 3: Mutual Information Scores Of Different 
Features 

Figure 3's bar chart displays the mutual 
information scores of several dataset features. A 
measure of the dependency between two random 
variables is called mutual information. In this 
sense, it describes how much information one 
feature has about the other. The features are 
represented on the vertical axis, and the 
corresponding scores for mutual information are 
on the chart's horizontal axis. Features are 
arranged in order of scores, from highest to 
lowest. The different colors of the bars can 
distinguish features. From the chart, we can see 
that mutual information scores vary significantly 
between features. This indicates that these 

features show a higher correlation with remaining 
features in the data, although potentially more 
useful in predictive modeling tasks. However, the 
scores are specific to features and the dataset in 
the analysis. 

 

Figure 4: Checking Variance Of Captured By 
Features 

Figure 4 illustrates how the cumulative explained 
variance changes with the number of components 
used in a dimensionality reduction technique like 
Principal Component Analysis (PCA). The 
number of components is shown on the x-axis, 
and the cumulative explained variance is shown 
on the y-axis. The line plot shows the increasing 
trend of cumulative explained variance as the 
number of components increases. Initially, the 
variance captured increases rapidly with each 
additional component. However, as the number of 
components grows, the growth slows down, 
eventually reaching a plateau where adding more 
components contributes very little to the 
explained variance. This plot helps determine the 
optimal number of components to retain. 
Typically, one aims to choose several components 
that capture a significant portion of the variance 
while keeping the dimensionality manageable. 
This is often achieved by selecting the point on the 
curve where the cumulative explained variance 
reaches a satisfactory level, such as 90% or 95%. 

 

Figure 5: Feature Importance In The Dataset 
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Figure 5 visualizes the relative importance of 
different features in a dataset. The feature 
importance score is shown on the y-axis, while the 
feature index is shown on the x-axis. Each bar 
corresponds to a specific feature, and its height 
indicates the importance assigned to that feature. 
The chart shows that some features have 
significantly higher importance scores than 
others. This suggests that these features are more 
strongly related to the target variable or contribute 
more to the predictive power of a model. 
However, the specific interpretation of the scores 
depends on the context of the dataset and the 
features being analyzed. A machine learning 
model, like a decision tree or random forest, is 
typically used to determine the feature importance 
scores. The model gains knowledge of the 
connections between the target variable and the 
features throughout the training phase, and the 
feature importance scores are derived from this 
learning process. 

 

Figure 6:Correlation Matrix For The Training 
Dataset 

As shown in Figure 6 correlation matrix, we 
evaluate the relationships between mysterious 
characteristics of the training dataset 
UNSW_NB15. The heatmap displays correlation 
coefficients; the more robust the positive or 
negative connection, the darker the color. For 
instance, some features are strongly positively 
correlated — increasing and decreasing together. 
Others have a robust negative correlation — they 
tend to move in the opposite direction. Some 
features with no [0 < |mi| < 0.0005] indicate 
independence. Although correlation analysis can 
bring potential relationships, it is essential to have 
different techniques and the help of domain 
knowledge to establish causal relationships. This 
matrix helps understand the dataset structure & 
thereby leads to informed decision-making in 

feature selection, model building, and data 
analysis. 

 

Figure 7: Confusion Matrix For The DNN 

A Deep Neural Network (DNN)'s performance in 
categorizing four different attack types (Attack 
Type 1, Attack Type 2, Attack Type 3, and 
Normal) is depicted in Figure 7's confusion 
matrix. The matrix reveals that the DNN 
accurately identifies Normal and Attack Type 3 
instances, with 850 and 890 correct predictions, 
respectively. However, the model struggles with 
classifying Attack Type 2 and Attack Type 1, 
misclassifying 60 and 40 instances, respectively. 
These results suggest that the DNN model 
requires further refinement to improve its 
accuracy in detecting these specific attack types. 

 

Figure 8: Confusion Matrix For The Standalone 
LSTM 

Standalone LSTM model results for classifying 
four attack types: The panoramic proof of Attack 
Type 1, Attack Type 2, Attack Type 3, and 
Normal Intel is shown in Fig. 8. The confusion 
matrix demonstrates how accurately the LSTM 
approach predicts each assault category, with the 
total amount of accurate prediction being more 
than 900 in correspondence with each class. 
However, the average class remains problematic, 
with 25 misclassifications. It was found that the 
LSTM model requires more appropriate tuning to 
distinguish normal instances. 
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Figure 9: Confusion Matrix For The Standalone CNN 

Figure 9 illustrates the performance of a 
Standalone CNN model in classifying four 
distinct attack types (Types of Attack Type 1, 
Type 2, Type 3, and Normal). The matrix reveals 
that the CNN model accurately identifies all 
attack types, with over 900 correct predictions for 
each category. However, the model struggles with 
classifying Normal instances, misclassifying 30 
cases. These results suggest that the CNN model 
requires further refinement to improve its 
accuracy in detecting Normal instances. 

 

Figure 10: Confusion Matrix For The Autoencoder 

Figure 10 shows the Autoencoder model's 
performance in classifying four types of attacks ( 
Types of Attack Type 1, Type 2, Type 3, and 
Normal). This indicates that the Autoencoder 
model is highly accurate for all attack types here, 
and around 700 correctly predicted each attack 
category in the confusion matrix. On the other 
hand, the model has difficulty with standard 
classification; it misclassifies 60 instances. The 
results show that the Autoencoder model needed 
to be improved to classify Normal cases correctly. 

 

Figure 11: Confusion Matrix For The GAN-Based IDS 

The performance of our GAN-Based IDS model 
to detect Figure 11 shows the Attack Type 1, 
Attack Type 2, Attack Type 3, and Normal 
classes. The matrix shows that the GAN-Based 
IDS model has high accuracy overall attack types, 
presenting 890 correct predictions in each 
category. However, the model has difficulty with 
Normal classification, with 20 instances of 
misclassification. The indicators portrayed by the 
GAN-Based IDS model should be fine-tuned and 
retrained to detect Normal cases better. 

 

Figure 12: Confusion Matrix For The Proposed 
Hybrid Model 

The performance of the Proposed CNN+LSTM 
combination classifier for classifying four attack 
types (Attack Type 1, Attack Type 2, Attack Type 
3, and Normal) is shown in Figure 12. From the 
matrix, we can see that the hybrid model has quite 
good accuracy in predicting every attack type, 
with more than +900 being the true prediction for 
each approach. We note that the model also 
significantly improves the ability to classify 
Normal instances, misclassifying only 15 cases. 
The hybrid model, therefore, is successful in 
taking advantage of both CNN and LSTM 
capabilities, resulting in an improved 
performance for Network intrusion detection. 
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Table 1: Performance Comparison For Different 
Models 

Model Accur
acy 
(%) 

Precisi
on (%) 

Rec
all 
(%) 

F1-
Sco
re 
(%) 

Standalone 
CNN 

92.45 91.32 93.1
0 

92.2
0 

Standalone 
LSTM 

93.67 92.88 94.0
2 

93.4
4 

Deep 
Neural 
Network 
(DNN) 

90.12 89.50 90.2
0 

89.8
5 

Autoencod
er 

88.76 87.40 89.3
0 

88.3
4 

GAN-
Based IDS 

94.75 93.90 95.5
0 

94.6
9 

Proposed 
Hybrid 
Model 
(CNN+LS
TM) 

97.89 97.20 98.1
0 

97.6
5 

Table 1 compares the effectiveness of a few 
intrusion detection models using f1-score, 
accuracy, precision, and recall. The suggested 
approach (CNN+LSTM) produced the models' 
top results on all metrics (accuracy, precision, 
recall, and F1-score). This model can beneficially 
utilize the unique characteristics of CNN and 
LSTM, thus obtaining better results in normal and 
abnormal network traffic detection. Even though 
models like Gan-based IDS and standalone LSTM 
have achieved high accuracy, achieving the same 
level of precision and recall as the hybrid model 
presents opportunities for improving network 
security. 

Figure 13: Model Comparison Graph Of Different 
Models 

The confusion matrices and performance 
comparison graph in Figure 13 demonstrate the 
efficiency of the different intrusion detection 
models in identifying the sorts of attacks. The 

suggested hybrid model (CNN+LSTM) performs 
better than all other models in accuracy, precision, 
recall, and F1 score. To categorize regular and 
abnormal network traffic more accurately, this 
model uses the advantages of CNN and LSTM. 
The Gan-based IDS and standalone LSTM also 
scored well on accuracy. However, combining 
models with the hybrid has achieved a balance in 
precision and recall, paving the way to reasonable 
solutions for network security. 

5. DISCUSSION 

Cyber threats are becoming increasingly 
sophisticated, and this study highlights the need 
for more advanced IDS (Intrusion Detection 
Systems). Current state-of-the-art strategies such 
as independent CNNs, LSTMs, and generative 
models like GANs hold great promise in network 
anomaly detection but have apparent 
shortcomings. These are limited capacity to 
capture spatial and temporal patterns well, weak 
attention to the essential features, and difficulty 
keeping high precision and low false alarms. 
These caveats also highlight the need for new 
deep-learning architectures capable of stringent 
and scalable intrusion detection. Our proposed 
hybrid DL architecture consists of CNNs for 
extracting spatial features, LSTMs for capturing 
temporal information, and an attention 
mechanism that dynamically adjusts based on the 
most salient features. This model is a significant 
breakthrough, filling some deficiencies in existing 
methodologies by combining the best in several 
deep learning approaches. Therefore, the authors 
injected an attention mechanism to increase the 
model's interpretability and prediction accuracy, 
which is significant for discovering subtle and 
complicated attack patterns of malware. 

The proposed model achieved 97.89% accuracy, 
which exceeds all baseline models, and verifies its 
effectiveness through experimental results. The 
comparison also highlights that hybrid 
architecture outperforms the other state-of-the-art 
models by achieving a trade-off between 
precision, recall, and F1-score. Although CNNs 
perform well in spatial feature extraction and 
LSTMs for temporal pattern understanding, using 
either or only individually will restrict 
performance. A hybrid solution nicely fills this 
gap to achieve better classification results. The 
proposed IDS framework is highly scalable and 
practical for real-world applications, which we 
believe has great implications for cybersecurity. 
Combining deep learning with a fine-tuned 



 Journal of Theoretical and Applied Information Technology 
15th January 2025. Vol.103. No.1 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 

 
75 

 

attention mechanism will make the model 
adaptable to varying network landscapes for pre-
emptive threat detection. This paper opens up 
future work and the limitations of this study in 
Section 5.1. 

5.1 Limitations 

Like many studies, the present one has limitations 
that could serve as directions for future work. 
First, the size and caliber of the training dataset 
affect how well the hybrid model performs; its 
generalizability to unseen real-world attack 
scenarios remains to be rigorously examined. The 
attention mechanism makes it more interpretable 
but comes at an extra computation cost, making it 
infeasible for deployment in lower resource 
settings. The third limitation is that the study only 
addresses primarily static network traffic data; the 
use of this method in dynamic, streaming data in 
natural world settings remains to be explored. 
Overcoming these limitations would further 
bolster the proposed intrusion detection system's 
practical applicability. 

6. CHALLENGES AND OPEN RESEARCH 
ISSUES 

By significantly improving the ability for 
intrusion detection, the hybrid deep learning 
framework proposed in this article fills a gap in 
the current research landscape, but several 
challenges and open research issues are still open 
for explorations. That has been largely a feature 
of the model generalization to real life problems. 
Despite being a detailed benchmark, the UNSW-
NB15 dataset does not adequately represent the 
diversity and complexity of actual cyberattack 
behaviors. Validation of the framework on larger, 
representative datasets and in live network traffic 
will be the goal of future research to prove its 
robustness and applicability in real-world 
environments. Furthermore, the model scalability 
to high-speed networks and large-scale data 
streams is an issue. The computational cost of the 
attention-based and hybrid architecture may 
impose restriction on the real-time performance in 
high-throughput conditions. Scaling the 
framework to distributed systems and resource-
constrained setups (IoT and edge computing) will 
be an important research direction for the future. 

A second aspect that can also be improved is the 
capacity of the model to adapt to changing and 
evolving cyber threats. The framework is very 
capable of identifying established attack types but 
it might struggle to do so with novel or emerging 

threats. Semi-supervised learning, adversarial 
training and continual learning may also offer 
more flexibility to the framework in terms of new 
and changing threat landscapes. Also, attention-
based models are somewhat more interpretable, 
but interpretation of deep learning-based models, 
especially in important cybersecurity applications 
is still a major challenge. The study of explainable 
AI methodologies in the context of intrusion 
detection systems which will improve trust and 
usability for development of operational security 
mechanisms. 

It should also integrate smoothly with existing 
Security Information and Events Management 
(SIEM) systems, and other tools in the network 
security stack to ensure there are no holes in the 
real-world deployment. Optimising deployment 
strategies, interoperability standards and latencies 
define the framework across realistic network 
environments, and that too, large in scale which 
needs to be researched. Second, it raises energy 
consumption and resource utilization because the 
computational complexity of the hybrid model is 
initially high, which limits the application in low-
power or resource-constrained systems. In future, 
we can plan to design lightweight architectures or 
model optimization for energy efficiency without 
decreasing any performance. By tackling these 
issues, more development is possible on the 
assurance of the scalability, versatility, and 
dependability of future intrusion detection 
systems over a wide range of network settings. 

7. CONCLUSION AND FUTURE SCOPE 

This study presents a hybrid deep learning model 
that combines CNN, LSTM, and the UNSW-
NB15 dataset and attention mechanisms for 
effective intrusion detection. By dynamically 
attending to essential features and capturing 
patterns in space and time, the model solves 
several vital limitations that state-of-the-art 
approaches suffer from. The experimental result 
proves the model performance, which achieves 
97.89% accuracy, precision, recall, and F1 score 
on balance. Adding an attention mechanism 
improves accuracy and interpretability, making it 
adaptable to more varied, complex network 
environments. Our results highlight how idleness 
can be used as a presence to reduce security 
vulnerabilities in deep learning frameworks. The 
limitations of the study also point to interesting 
directions for further investigation. Evaluation of 
the model on more extensive and diverse datasets 
in the real world will guarantee generalizability. 
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The attention mechanism reduces the feasibility 
of deployment in resource-constrained 
environments (e.g., IoT and Edge devices), so 
addressing its computational overhead would be 
helpful. Adapting the framework for dynamic, 
real-time network traffic analysis would also do 
well for its applicability through live intrusion 
detection. You may also explore hybrid 
architectures using transformers or graph neural 
networks to enhance the capabilities of your 
model. This study establishes a solid prototype for 
building scalable, adaptable, intelligent intrusion 
detection systems to defend against emerging 
cyber-attacks. 
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