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ABSTRACT 

Breast cancer affects people all around the world and is a major cause of death for women. For the disease 
to be prevented and managed, early discovery is essential. Although there are other ways to identify breast 
cancer, mammography has shown to be a very successful strategy. The need to develop deep learning 
architectures and use transfer learning to increase detection performance has been brought to light by current 
research on the use of artificial intelligence (AI) and deep learning in breast cancer diagnosis. In this research, 
we offer a deep learning architecture that uses mammography imagery to autonomously diagnose breast 
cancer. Our framework utilizes a modified DenseNet-121 model and transfer learning, resulting in the 
Intelligent Learning Based Breast Cancer Detection (ILB-BCD) algorithm. An empirical study with a 
benchmark dataset, known as CBIS-DDSM, demonstrates that our proposed model surpasses numerous 
existing deep learning models with an impressive 99.16% accuracy. The success of our deep learning 
framework suggests its potential integration into existing healthcare systems to create an automated clinical 
decision support system (CDSS) for the detection of breast cancer. 

Keywords – Breast Cancer Screening, Artificial Intelligence, Deep Learning, Mammography Imaging, 
Cancer Detection 

1. INTRODUCTION  

Globally, breast cancer is a common kind of 
cancer that varies in severity and occurrence 
among different geographic areas. Breast cancer 
is usually staged from 0 (non-invasive) to IV 
(metastatic), depending on the degree of the 
disease. Tumor size, lymph node involvement, 
and the existence of distant metastases are some 
of the variables that affect severity. Globally 
speaking, breast cancer is the most frequent 
cancer among women in terms of incidence, with 
varying rates in different countries. Factors such 
as genetics, lifestyle, reproductive patterns, and 
access to health care can influence the incidence 
rates of breast cancer. For example, high-income 
countries tend to have higher incidence rates 
compared to low-income countries, partly due to 
differences in screening practices and awareness. 

Research on breast cancer detection using the 
DenseNet121 model and CBIS-DDSM 

mammography imagery involves utilizing a deep 
learning model called DenseNet121 to analyze 
to diagnose breast cancer early, mammography p
ictures from the CBIS-DDSM dataset are used. A 
convolutional neural network design called 
DenseNet121 has demonstrated encouraging 
performance in image classification challenges. 
Images from mammograms with annotations 
pertaining to breast cancer may be found in the 
CBIS-DDSM collection. By training the 
DenseNet121 model on the CBIS-DDSM dataset, 
researchers aim to develop a system that can 
accurately classify mammography images as 
either indicative of breast cancer or not. This 
research can potentially contribute to increasing 
the efficacy and accuracy of breast cancer 
detection, which will result in earlier diagnoses 
and improved patient outcomes after treatment. 
From the existing research such as [1], [5], [7], 
[9], to mention a few, it was observed that there is 
a need for improving deep learning architectures 
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and exploiting transfer learning towards 
leveraging performance in breast cancer detection 
from mammography images. 

Despite the progress in AI-assisted 
mammography analysis, current systems often 
lack sufficient generalization, robustness, and 
clinical integration readiness. Objectives: (1) To 
develop an enhanced DenseNet121 architecture 
using transfer learning. (2) To evaluate the model 
against existing deep learning frameworks. (3) To 
demonstrate clinical applicability through 
empirical validation on the CBIS-DDSM dataset. 
Integrating transfer learning with a modified 
DenseNet121 model significantly improves the 
accuracy of breast cancer detection from 
mammography images compared to baseline 
CNN architectures. 

The aim of the study is to develop a modified 
DenseNet121-based deep learning architecture 
that integrates transfer learning to enhance breast 
cancer detection from mammography images. 
The novelty lies in combining model-level 
architectural tuning with transfer learning and 
benchmarking its performance rigorously against 
existing deep learning models on a publicly 
available CBIS-DDSM dataset. 

In this study, we provide an autonomous breast 
cancer detection system using deep learning 
through mammography imaging. Our framework 
uses a modified DenseNet-121 model and transfer 
learning, resulting in the Intelligent Learning 
Based [41]Breast Cancer Detection (ILB-BCD) 
algorithm. We conducted an empirical study using 
the CBIS-DDSM dataset, and our proposed model 
achieved an impressive 99.16% accuracy,[42] 
surpassing numerous existing deep learning 
models. The success of our framework suggests 
its potential integration into healthcare systems to 
develop a Clinical Decision Support System 
(CDSS) for automatic breast cancer screening. 
The scope of this study is confined to 
mammography-based breast cancer detection 
using the CBIS-DDSM dataset. While the 
proposed model demonstrates high accuracy, its 
generalization is limited by dataset-specific 
characteristics and does not yet include multi-
modal inputs such as ultrasound or 
histopathological data. 

The following is the format of the paper: In 
Section 2, the literature is reviewed with regard to 
current techniques for detecting breast cancer 
using various imaging modalities. The suggested 
technique is shown in Section 3, along with our 

framework and the updated DenseNet-121 model. 
Our work is concluded with the outcomes of our 
empirical investigation, which are presented in 
Section 4. In Section 5, the results of the research 
are presented together with recommendations for 
future paths for the field. 

2. RELATED WORK 

The following text contains an overview of 
various methods for breast cancer detection using 
medical imagery. Sereshkeh et al. [1] conducted a 
study using deep features from mammography to 
predict tumor stage regarding sentinel lymph 
nodes' participation in breast cancer patients. 
They achieved higher AUCs for training and for 
validation, indicating the model's ability to 
provide accurate diagnosis and treatment 
planning. Islam et al. [2] utilized ultrasound 
images and an Ensemble Deep Convolutional 
Neural Network (EDCNN) to identify breast 
cancer accurately. Singh and Alam [3] combined 
Faster R-CNN with pixel-based pre-processing to 
achieve great sensitivity and accuracy in detecting 
concerning masses in digital 
mammograms.[43,44,45] Karthiga et al. [4] used 
a modified convolutional neural network and 
preprocessing based on Haar wavelets for AI-
driven digital mammography, surpassing 
conventional approaches with an accuracy of 
84.6% and an AUC of 0.92.[46,47,48] Koshy and 
Anbarasi [5] introduced LMHistNet for accurate 
breast cancer histopathology image classification, 
achieving better binary and multiclass accuracy. 
Anas et al. [6] employed YOLOv5 and Mask R-
CNN to improve detection accuracy, 
,demonstrating significant improvements in early 
prognosis and treatment decisions for breast 
cancer. Wen et al. [7] considered preprocessing, 
segmentation, feature extraction, and 
classification while evaluating machine learning 
and deep learning techniques for breast cancer 
detection. Shah et al. [8] [49,50]found that 
radiologists overwhelmingly prefer genuine 
mammography pictures over synthetic ones. Tan 
et al. [9] enhanced feature expression and 
adaptive sample selection to improve tiny breast 
mass identification. Torabi et al. [10] utilized 
adversarial approaches and self-supervised 
understanding how to improve the diagnostic 
precision and adaptability of breast cancer in 
several data areas. 

Sani et al. [11] presented a CNN framework 
achieving rotation equivariance by utilizing DCT, 
group theory, and the SE(2) motion group. 
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Loizidou et al. [12] focused on the challenges and 
potential advancements in mammography's usage 
in order to identify and categorize breast cancer. 
Asadi and Memon [13] combined ResNet50 for 
classification and UNet for segmentation to 
achieve high F1 scores and precision in the early 
detection of breast cancer. Atrey et al. [14] 
combined ultrasound and mammography data to 
improve accuracy in classifying breast cancer. 
Gami et al. [15] discussed the technological 
advancements in medical deep learning-based 
computer-assisted detection systems. Frank [16] 
used YOLOv5 in conjunction with an integrated 
deep learning system to discover sensitive masses. 
Saran et al. [17] used transfer learning for accurate 
breast density classification in screening 
operations. Mohapatra et al. [18] found that deep 
learning techniques, especially CNNs, show 
promise for enhancing breast cancer identification 
compared to traditional CAD systems. 

Mechria et al. [19] evaluated how the quality of 
mammography images affects the performance of 
detection of breast cancer using deep 
convolutional neural networks. Petrini et al. [20] 
demonstrated the superiority of deep 
convolutional neural networks in mammography-
based utilizing transfer learning for breast cancer 
screening. Aljuaid et al. [21] introduced a new 
deep neural network and transfer learning method 
for detecting breast cancer using the BreakHis 
dataset. Their approach showed strong detection 
results with high accuracies and has the potential 
to improve with more robust datasets. Balkenende 
et al. [22] enhanced detection and assessment in 
ultrasonography, mammography, and magnetic 
resonance imaging, with the potential to 
outperform doctors in performance. However, 
clinical integration still relies on extensive studies 
and ethical considerations. Dadsetan et al. [23] 
developed a unique deep-learning network called 
LRP-NET to predict cancer risk by measuring 
spatiotemporal changes in breast tissue from 
previous mammograms.  

Garrucho et al. [24] explored deep learning 
techniques for mammography mass identification 
and highlighted the challenges associated with 
domain generalization. Dey et al. [25] improved 
early breast cancer detection using DenseNet121 
as a classifier, proposing a thermography-based 
system that achieved 98.80% accuracy on the 
DMR-IR dataset. Hassan et al. [26] emphasized 

the challenges and constraints of deep learning 
and traditional methods used in breast cancer 
CAD systems. Masud et al. [27] investigated the 
use of ultrasound images for diagnosing breast 
cancer using convolutional neural networks and 
achieved superior accuracy and AUC through 
transfer learning. They plan to validate the model 
using additional datasets. Abdelrahman et al. [28] 
discussed the limitations of mammography, such 
as limited sensitivity in breast density, and the 
potential for CNNs to enhance diagnosis 
effectiveness. Omonigho et al. [29] improved 
breast cancer detection accuracy with an 
enhanced AlexNet CNN reaching 95.70% 
classification accuracy.  

Agnes et al. [30] emphasized the importance of 
early detection using digital mammography in 
increasing the proportion of breast cancer 
survivors. The Multiscale All Convolutional 
Neural Network (MA-CNN) was their suggested 
architecture with higher sensitivity and higher 
AUC to aid radiologists in categorizing 
mammography images correctly. Shakeel and 
Raja [31] introduced a revolutionary CAD system 
using a customized DCNN to identify breast 
cancer from mammograms with 88.7% accuracy 
and 0.885 AUC, enhancing early detection 
capabilities. Chouhan et al. [32] discussed the 
DFeBCD system, which performs better than ad 
hoc feature sets by using dynamic characteristics 
for categorizing mammograms as normal or 
abnormal using a highway-network-based CNN. 
Ekici and Jawzal et al. [33] provided non-invasive 
breast cancer detection, expanding the limits of 
mammography, particularly in cases with dense 
breast tissue. Hassan et al. [34] introduced a deep 
learning network (DCNN) based automated 
method for the identification and categorization of 
breast cancer masses.  

Nagpure et al. [35] highlighted the seriousness of 
breast cancer for Indian women and proposed 
using data mining and neural networks to identify 
early. Kavitha et al. [36] introduced OMLTS-
DLCN, which integrates various techniques for 
diagnosing breast cancer with excellent accuracy 
on the DDSM and Mini-MIAS datasets. Patil and 
Biradar [37] developed a hybrid classifier for 
identifying breast cancer in mammography 
images, integrating CNN, RNN, and FC-CSO for 
segmentation to achieve high accuracy. 
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Table 1: Summary Of Literature Findings 

Reference 
No 

Approach Technique Algorithm Data set Limitation 

[5] AI ML and DL 
technique 

ML-based 
algorithms 

BreaKHis 
dataset 

In the future, 
optimization of pre-
processing is required.  

[6] AI CNN - INbreast, 
CBIS-
DDSM, and 
BNS dataset 

3D layers are to be 
incorporated for better 
performance. 

[7] AI ML and DL 
technique 

Chaotic Krill 
Herd 
algorithm 

INbreast 
dataset, 
DDSM, and 
MIAS 
dataset 

Further investigation is 
desired to deal with 
problems like class 
imbalances. 

[11] Deep 
learning 

G-CNN and 
CNN 

DCT-GCNNs 
algorithm 

ROTATED 
MNIST 
dataset and 
CBIS-
DDSM 
dataset 

DCT-GCNN to be 
applied to other datasets 

[25] Transfer 
learning 
approach 

VGG16, 
VGG19, 
DenseNet169 
and Xception 

Bayes 
algorithm 

DMR-IR 
dataset 

Working on class 
imbalance is still desired. 

[30] Deep 
learning 
approach 

MA-CNN 
and DCNN 

DL algorithms Mini-MIAS 
dataset 

A patch-based approach 
is to be explored in the 
future. 

[33] AI ML 
techniques 

Bayes 
algorithm 

DMI dataset To be improved with 
hybridization with deep 
learning. 

[36] Deep 
learning 
approach 

DL technique Shell Game 
Optimization 
(SGO) 
algorithm 

Mini-MIAS 
dataset and 
DDSM 
dataset 

The segmentation 
procedure needs to be 
improved. 

[38] AI CNN DL algorithms INbreast 
dataset and 
CBIS dataset 

There is a need for 
automatically choosing 
the k value. 

[40] AI DL technique DL algorithms CBIS-
DDSM, 
MIAS, and 
INbreast 
databases 

There is a need to 
investigate improving 
deep learning model 
architectures.  

Shu et al. [38] outlined a comprehensive 
mammography categorization system technique 
using a deep neural network that incorporates 
unique pooling structures to enhance lesion 
identification without the need for manual 
segmentation. Salama and Aly [39] introduced a 
reliable structure about breast cancer detection 
from mammography images, leveraging various 
deep-learning models. Their approach, employing 
a modified version of U-Net for segmentation, 

demonstrated superior accuracy AUC compared 
to InceptionV3 on DDSM datasets. Isaza et al. 
[40] investigated the use of deep learning 
architectures to mammography picture 
recognition, segmentation, and classification of 
breast cancer. They found that VGG19 and 
ResNet50V2 achieved higher accuracy in lesion 
classification, while EfficientNet excelled in 
segmentation. While Anas et al. [6] improved 
detection using YOLOv5, their approach lacked 
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fine-grained lesion classification, which our 
proposed model addresses. Similarly, Asadi and 
Memon [13] achieved good results using 
ResNet50 and UNet, yet their segmentation 
component increased computational complexity, 
unlike our streamlined DenseNet-based design. 
The literature suggests a need to enhance deep 
learning architectures and exploit transfer gaining 
expertise in identifying breast cancer from 
mammography pictures. 

3. PROPOSED FRAMEWORK 

We have developed an automated system utilizing 
deep learning to identify breast cancer from 
mammograms. This framework utilizes a 
modified DenseNet121 model with transfer 
learning to enhance performance and the 
detection process. Belonging to the DenseNet 
family, DenseNet121 is a convolutional neural 
network design. Through dense, feed-forward 
connections between each layer and all 
subsequent layers, it is intended to solve the 
vanishing gradient problem and enhance feature 
propagation. The network's total number of layers 
is indicated by the "121" in DenseNet121. 

 

Figure 1: The Proposed Deep Learning-Based Framework For Breast Cancer Detection 

The workflow structure for a system that uses the 
DenseNet architecture to identify breast cancer is 
shown in Figure 1. Utilizing the CBIS-DDSM 
(Curated Breast Imaging Subset of the Digital 
Database for Screening Mammography) dataset 
for training and testing, the procedure starts here. 
Preprocessing is applied to the dataset, which may 
involve operations like augmentation, resizing, 
and normalization in order to get the photos ready 
for model training. Afterwards, training and 
testing datasets are created from the pre-processed 
material. The DenseNet121 model, a specific 
version of DenseNet, is trained using the training 
data, with "TL" standing for Transfer Learning, 
indicating that pre-trained weights enhance 

training efficiency and performance. Once the 
model is trained, it is saved for future use. 
Following training, the model is evaluated for 
performance using the test data. Metrics like 
accuracy, precision, recall, and F1 score are 
included in the classification report that is 
produced once the model's performance is 
evaluated. Finally, the results of breast cancer 
detection are obtained, which can be used for 
further analysis or in clinical settings. This 
workflow highlights the importance of data 
preparation, model training, and comprehensive 
evaluation to ensure accurate and reliable breast 
cancer detection using deep learning models. 
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Figure 2: Technical Details Of The Proposed Framework 

Figure 2 shows a pipeline for training a 
Convolutional Neural Network (CNN) model for 
image classification using a dataset such as CBIS-
DDSM. The raw dataset, CBIS-DDSM, goes 
through initial pre-processing, which could 
include actions like resizing images, data 
augmentation, and noise removal. The data is 
loaded in parallel batches to enhance 
computational efficiency. Next, it is split up into 
three smaller groups: the test set, validation set, 
and training set. This separation ensures that 

Different types of data may be used to train, 
validate, and test the model, allowing for an 
accurate evaluation of its performance. The labels 
(categories of images) are encoded into a 
numerical format that is compatible with the 
model. Additionally, the images are adjusted to 
make sure the values of their pixels fall into a 
predetermined range, often 0 to 1 to enhance the 
model's performance.  

A new CNN model, known as modified 
DenseNet121, is created based on the desired 

Data Pre-processing 

Initial dataset 
 Pre-processing 
(CBIS-DDSM) 

Data loading Data splitting 

Encode labels 

Normalize 
image 

Test Set Train Set Val Set 

(Only conducted once) 

Persist model 

Model Training 

Kept aside final 
evaluation  

Train the model Compile the model 

Create 
modified 

DenseNet1
21 model 

Breast cancer detection  

Plot results Generate 
CSV report 

Evaluation & Result Visualization 
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architecture and then compiled by specifying the 
optimizer, learning rate, loss function, and other 
parameters. After then, the model is trained using 
the training set. Early stopping may be utilized to 
end training when the validation loss no longer 
improves, hence avoiding overfitting. During 
training, the model's weights are saved for future 
use. A subset of the data is reserved for final 
evaluation to test the model's performance after 
training. On the test set, the trained model is used 

to generate predictions, and the outcomes are 
displayed to show how well the model performed. 
A CSV report is generated to document the 
evaluation metrics and results. This pipeline 
offers a systematic approach to training, 
validating, and testing a CNN model for image 
classification tasks, making sure the model 
performs properly when applied to fresh, untested 
data. 

 

Figure 3: Illustrates The Architecture Of Modified Densenet121 (Left) And Its Dense Block (Right) 

DenseNet121 is a kind of neural network designed 
for computer vision applications. Figure 3 depicts 
its architecture. After applying a 7x7 filter 
convolutional layer with a stride of 2, the network 
first processes an input picture. Next, add a max 
pooling layer with a stride of 2 and a 3x3 filter. 
Several convolutional layers make up each dense 
block, and these layers are feed-forward coupled 

to one another.This connectivity is illustrated in 
the 'dense_block' diagram on the right side. The 
convolution block within a dense block includes a 
sequence of a 1x1 convolution followed by a 3x3 
convolution, and their outputs are concatenated. 
Layers connecting dense blocks help reduce the 
feature map size through 1x1 convolutions 
followed by average pooling in a transition layer 
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indicated by a 1x1 convolution followed by 
average pooling (AP).  

The model incorporates multiple dense blocks 
with varying numbers of convolutional blocks: 
the first dense block contains six convolutional 
blocks, the second has 12, the third has 24, and the 
fourth has 16. Next, there's a layer of global 
average pooling. Convolutional neural networks 
frequently employ the global average pooling 
strategy, which computes the average of all the 
feature maps in the final convolutional layer, for 
image classification problems. For each feature 
map, this results in a reduction of the spatial 
dimensions to a single value, which can then be 
used as input to a fully connected layer for 
classification purposes. Global Average Pooling 
helps prevent overfitting by summarizing the 
entire feature map rather than focusing on specific 
details. Finally, the network employs a softmax 
layer for multi-class classification. With its dense 
connections, this architecture benefits from 
improved information and gradient flow 
throughout the network, leading to more efficient 
and potentially more accurate models. The 
research protocol includes data acquisition from 
the CBIS-DDSM dataset, preprocessing using 
image normalization and augmentation, model 
building with Keras and TensorFlow backend, 
training using Adam optimizer, batch size of 32, 
learning rate of 0.0001, 100 epochs, early 
stopping, and validation using a 70-15-15 train-
test-validation split. All experiments were run on 
an NVIDIA RTX GPU-enabled system using 
Python 3.9. 

3.1 Transfer Learning  

To use transfer learning with DenseNet121, begin 
with a DenseNet121 model that has already been 
trained using a big dataset, such ImageNet. Next, 
modify the model to fit a fresh dataset or job that 
may contain fewer data. By utilizing the 
information from the first work, this method can 
greatly enhance the model's performance on the 
subsequent assignment with low data 
requirements. Begin with a DenseNet121 model 
that has already been trained on a sizable dataset 

to find features relevant to a range of jobs. Prepare 
the custom dataset for the new task, ensuring it is 
relevant and contains enough samples for training. 
Adjust the pre-trained DenseNet121 model by 
"fine-tuning" its parameters on your custom 
dataset. This can involve freezing some layers or 
allowing all layers to be trainable, based on the 
size and similarity of the new dataset. Train the 
adapted DenseNet121 model on your custom 
dataset, monitor its performance on validation 
data, and adjust hyperparameters if necessary. 
When evaluating the transfer learning model's 
efficacy in the new task, compare its results on a 
different test set. 

When subjecting the DenseNet121 model to 
transfer learning with additional layers, consider 
adding a normalization layer to make the prior 
layer's activations more natural. This may 
enhance the neural network's stability and training 
speed. Add a completely linked layer with 2048 
units and the ReLU activation function after that. 
Use L1 and L2 regularization with a penalty of 
0.01 to prevent overfitting. Add another batch 
normalization layer for normalization after the 
dense layer. Incorporating an 8-unit output layer 
with a softmax activation function appropriate for 
multi-class classification tasks is the final step. 
The output of the softmax function is transformed 
into a probability distribution over the various 
classes. This neural network model architecture 
consists of a convolutional base (pre-trained 
DenseNet121), batch normalization layers, dense 
layers with ReLU activation, and an output layer 
with softmax activation for classification tasks. 

3.2 Proposed Algorithm  

In order to precisely identify breast cancer using 
mammography pictures from the CBIS-DDSM 
dataset, we developed the Intelligent Learning 
Based Breast Cancer Detection (ILB-BCD) 
method. This method analyzes photos and 
provides performance statistics and identification 
results using a modified DenseNet121 model with 
transfer learning. Assisting in the early diagnosis 
of breast cancer is the main objective as it 
improves patient outcomes and survival rates. 

Algorithm: Intelligent Learning Based Breast Cancer Detection (ILB-BCD) 
Input: CBIS-DDSM (mammography images) dataset D 
Output: Breast cancer detection results R, performance statistics P 

1. Begin 
2. D'PerformPreprocessing(D) 
3. (T1, T2, T3)DataPreparation(D') //split into train, test, validation data 
4. Configure modified DenseNet121 model m (as in Figure 3) 
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5. Enhance model m with transfer learning  
6. Compile model m 
7. m'TrainModifiedDenseNet121(T1, m) 
8. Persist model m' 
9. Load model m' 
10. RDetectBreastCancer(m', T2) 
11. PEvaluateDenseNet121(T3, R) 
12. Print R 
13. Print P 
14. End 

Algorithm 1: Intelligent Learning Based Breast Cancer Detection (Ilb-Bcd) 

The Intelligent Learning Based Breast Cancer 
Detection (ILB-BCD) algorithm utilizes the 
CBIS-DDSM dataset of mammography images as 
input and provides breast cancer detection results 
as well as performance statistics. The algorithm 
involves preprocessing the dataset and dividing it 
into training, testing, and validation sets. It 
employs a modified DenseNet121 model, which 
is further improved through transfer learning 
techniques. The model is then compiled and 
trained using the training set, and the trained 
model is saved for future use. Subsequently, the 
trained model is loaded to detect breast cancer in 
the test set. The algorithm concludes by 
evaluating the performance of the DenseNet121 
model using the validation set and presenting both 
the detection results and performance statistics. 
The algorithm is designed with clear steps, from 
data preparation to model training and evaluation, 
aiming to deliver accurate breast cancer detection 
results. The use of a modified DenseNet121 
model and transfer learning reflects a 

sophisticated approach to the challenge of 
detecting breast cancer in mammography images. 

 

4. EXPERIMENTAL RESULTS 

The outcomes of our empirical investigation 
utilizing the benchmark dataset CBIS-DDSM [41] 
will be presented in this part. Mammography 
pictures and annotations for tasks including 
calcification detection, anomalies, and breast 
mass detection are included in the CBIS-DDSM 
dataset, which is extensively utilized in studies on 
breast cancer diagnosis. This dataset serves a 
critical role in enhancing the accuracy of breast 
cancer detection techniques and in the 
advancement of medical imaging. It is essential 
for the creation and assessment of algorithms for 
automated breast cancer detection and diagnosis. 
We evaluated the suggested updated 
DenseNet121 model's experimental outcomes 
against a variety of deep learning models. 

 

Figure 4: Data Distribution Dynamics In The Mammography Dataset 

The distribution of benign and malignant patients 
is depicted in Figure 4 across different density 
categories. On the x-axis, you'll find the combined 

labels of density and case type, while the y-axis 
shows the count of cases, ranging up to 1750. The 
categories "Density1Malignant" and 
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"Density2Malignant" have the highest counts, 
with approximately 1650 and 1750 cases, 
respectively. On the other hand, 
"Density4Benign" and "Density4Malignant" have 
the lowest counts, just above zero. Among benign 
cases, "Density3Benign" and "Density1Benign" 
have around 750 cases each, making them the 

highest among benign cases. The graph 
effectively shows that malignant cases are more 
predominant in certain density categories, 
particularly Density1 and Density2, while benign 
cases are more evenly distributed but with lower 
counts overall. 

 

Figure 5: A Sample Image For Training 

Figure 5 depicts a grayscale section of breast 
tissue outlined against a darker background, 
which makes internal structures more visible. The 
mammogram highlights various densities within 
the tissue, which may indicate different tissue 

types or potential abnormalities. The image is 
clear enough to discern the general shape and 
some internal features, which are crucial for 
medical professionals to analyze further for 
diagnostic purposes. 

 

Figure 6: Another Sample Image For Training 

Figure 6 shows a different section or angle of 
breast tissue. The grayscale format highlights 
various densities within the tissue, and a 
noticeable area of higher density may indicate a 
mass or other abnormality. The internal structure 
of the breast tissue is more visible, revealing the 
intricate network of ducts and fibrous tissue. This 

type of imaging is crucial for medical 
professionals to examine for any signs of breast 
cancer or other conditions. The clear contrast 
against the dark background helps to see these 
features, enabling detailed examination and 
potential diagnosis. 
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Figure 7: Training And Validation Accuracy Against The Number Of Epochs 

A suggested model's accuracy ratings throughout 
several epochs are displayed in Figure 7. The X-
axis, which runs from 0 to 100, shows how many 
epochs there are. The term "epoch" designates a 
single trip through the training set. The accuracy 
score, which ranges from 0.93 to 1.00, is shown 
on the Y-axis. The ratio of the model's accurate 
predictions to its total number of predictions is 
used to calculate accuracy. The model's accuracy 
over the epochs on the training dataset is shown 
by the green line. Typically, it shows a rising 
tendency before leveling off as the number of 

epochs rises. The red line represents the model's 
accuracy on the validation dataset over the 
epochs. It closely follows the training accuracy 
but exhibits more fluctuations, indicating some 
variability in performance. Both training and 
validation accuracy sharply increase at the start 
and then level off. Compared to training accuracy, 
validation accuracy varies considerably, which is 
common when the model might be slightly 
overfitting. The overall performance stabilizes 
after around 20 epochs. 

 

Figure 8: Training And Validation Loss Against The Number Of Epochs 

The suggested deep learning model's variation in 
loss throughout several training epochs is shown 
in Figure 8. The training epoch count, shown by 
the X-axis, ranges from 0 to 100, while the loss 
value, represented by the Y-axis, ranges from 0.02 
to 0.16. The loss value signifies the disparity 
between the model's prediction and the actual 
result, with lower values indicating a closer 
prediction to the actual result. On the training 
dataset, the model's lost value is shown by the 
green line. Training loss often falls down 

gradually and finally stabilizes as the number of 
training epochs rises. Conversely, the validation 
dataset's loss value for the model is shown by the 
red line. Validation loss is more erratic than 
training loss, indicating the model's performance 
on untested data. Validation and training losses 
both drop very quickly in the first stage. As more 
training epochs are added, the training loss 
stabilizes at a lower value; nonetheless, the 
validation loss trend shows significant 
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fluctuations, indicating potential overfitting in 
some training epochs. 

Model Precision Recall F1-Score Accuracy 

 Baseline CNN 94.56 89.56 91.99 94.07 

MobileNetV2 94.59 94.39 94.49 96.52 

VGG19 96.07 95.59 95.83 98.01 

DenseNet121 97.98 94.86 96.39 98.74 

DenseNet121 with Transfer 
Learning 

99.07 96.58 97.81 99.16 

Table 1: Performance Comparison 

Table 1 compares many deep learning models, 
including the one that is suggested, based on 
accuracy, precision recall, and F1 score. 

 

 

Figure 9: Performance Analysis Of Breast Cancer Detection Models 

Figure 9 illustrates the evaluation of many 
machine learning models' performance using four 
metrics: accuracy, precision, recall, and F1-score. 
The compared models include Baseline CNN, 
MobileNetV2, VGG19, DenseNet121, and 
DenseNet121 with Transfer Learning. In terms of 
precision, Baseline CNN achieved 94.56%, 

MobileNetV2 94.59%, VGG19 96.07%, and 
DenseNet121 exhibited 97.98%, while 
DenseNet121 with Transfer Learning achieved 
99.07% precision. Baseline CNN achieved 
94.39% for the recall measure, MobileNetV2 
89.56%, VGG19 94.59%, and DenseNet121 
95.86%, while DenseNet121 with Transfer 
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Learning exhibited 96.58% recall. Regarding the 
F1 score, Baseline CNN scored 91.99%, 
MobileNetV2 94.49%, VGG19 95.83%, 
DenseNet121 96.39%, and DenseNet121 with 
Transfer Learning achieved 97.81%. Regarding 
accuracy, Baseline CNN achieved 94.07%, 
MobileNetV2 96.52%, VGG19 98.01%, and 
DenseNet121 97.74%, while DenseNet121 with 
Transfer Learning achieved 99.16%. It is worth 
noting that DenseNet121 with Transfer Learning 
consistently outperformed other models across all 
metrics, showing the highest Precision (99.07%), 
Recall (96.58%), F1-Score (97.81%), and 
Accuracy (99.16%). This signifies the efficiency 
of transfer learning in enhancing model 
functionality. The Baseline CNN and 
MobileNetV2 generally performed less 
effectively than VGG19 and DenseNet121. 

5. DISCUSSION 

The use of AI in breast cancer detection has 
become increasingly important due to its ability to 
learn from training samples and accurately detect 
breast cancer. Among different imaging 
modalities, mammography images are considered 
the most effective for breast cancer detection. 
Deep learning models, particularly CNN-based 
approaches, have proven efficient in medical 
image processing. This work addresses improving 
a CNN model to enhance its detection 
performance for automatic breast cancer 
diagnosis. We have proposed a deep learning 
framework that leverages our modified DenseNet 
121 model, capable of learning thoroughly from 
training samples and accurately detecting breast 
cancer in test samples. The model is supported by 
an algorithm designed specifically for breast 
cancer detection from mammography images. 
The excellent accuracy demonstrated by our 
suggested deep learning model suggests its 
potential use in real-world clinical decision 
support systems for breast cancer screening. 
Compared to baseline CNN and MobileNetV2, 
the proposed DenseNet121 with transfer learning 
demonstrates superior precision and recall. 
However,  it relies heavily on high-resolution 
mammograms and may be less effective for low-
quality or noisy images. A fascinating insight is 
that while VGG19 performed well, it lacked the 
parameter efficiency seen in DenseNet-based 
architectures. Nonetheless, it's critical to 
recognize the constraints of our proposed deep 
learning framework, which are discussed in 
section 5.1. 

5.1 Limitations 

Certain restrictions apply to the suggested deep 
learning framework. It has been evaluated using a 
mammography image dataset. However, there is a 
need to diversify the training samples to 
generalize the findings of the proposed deep 
learning framework. It is also essential to 
hybridize the models with optimizations to 
improve performance and the detection process. 
Another direction for future research is to 
incorporate generative adversarial network 
models to enhance the breast cancer detection 
process. 

6. CONCLUSION AND FUTURE WORK  

Our research this study presents a deep-learning 
framework designed to detect breast cancer 
automatically using mammography imaging. Our 
framework makes use of a modified DenseNet-
121 model and transfer learning. The modified 
model leverages transfer learning to enhance 
performance and the detection process. 
DenseNet-121 is a convolutional neural network 
architecture part of the DenseNet family. It is 
constructed to address the vanishing gradient 
problem and improve feature propagation by 
allowing information to flow more freely 
throughout the network. We have developed an 
algorithm called Intelligent Learning Based 
Breast Cancer Detection (ILB-BCD) founded on 
the DenseNet-121 model that has been changed, 
and in an empirical study using a benchmark 
dataset, CBIS-DDSM, our proposed model 
achieved an impressive 99.16% accuracy, 
surpassing many existing deep learning models. 
The success of our deep learning framework 
suggests its potential integration into current 
healthcare systems to create a Clinical Decision 
Support System (CDSS) for automatic breast 
cancer screening. This study contributes a novel 
automated framework utilizing a modified 
DenseNet121 model with transfer learning, 
achieving a benchmark accuracy of 99.16%. The 
impact of our work lies in its potential clinical 
applicability through integration into decision 
support systems, improving early detection and 
survival outcomes in real-world scenarios. In the 
future, we plan to enhance our framework with 
hybrid deep learning models and explore the use 
of Generative Adversarial Network (GAN) 
architectures. 
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