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ABSTRACT 
 

Heart Disease and Diabetes (HDD) has reached epidemic proportions worldwide. Long-term issues 
affecting human organs are more likely due to HDD. If this critical medical condition is diagnosed at an 
early stage, people may be able to live healthier and longer lives by taking proper medications. The 
properly trained machine learning models on relevant datasets will help to diagnose HDD, but the 
significant issue is the lack of classification accuracy. Even more importantly, most current machine 
learning algorithms focus on predicting specific diseases. A classifier that accurately predicts the incidence 
of several diseases might be helpful in this context. This paper proposes a Resilience Grey Wolf 
Optimization-based Convolutional Neural Network (RGWO-CNN) to classify HDD. In the proposed 
RGWO-CNN method, the hyperparameters of the CNN model are represented as individual wolves in the 
RGWO algorithm. The position of each wolf represents a specific set of hyperparameters. The RGWO 
algorithm iteratively updates the position of each wolf based on their fitness (performance) and the wolves' 
social hierarchy (dominance). The updated position of each wolf corresponds to a new set of 
hyperparameters used to train and evaluate a new CNN model. This work uses RGWO-CNN to the 
Cardiovascular Disease Dataset and the PIMA Indian Diabetes Database to evaluate its performance. The 
assessment results reveal that the proposed classifier offers superior classification accuracy compared to the 
state-of-the-art classifiers. 
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1. INTRODUCTION  

Machine learning (ML) is an umbrella 
term for statistical approaches that let machines 
learn through experience without explicitly being 
programmed. Algorithm modifications are a 
common manifestation of this type of learning. ML 
software may learn to identify people in photos by 
analyzing thousands of images. There are two main 
categories of machine learning: unsupervised and 
supervised learning [1]. Healthcare is one of the 
most important fields to benefit from this 
breakthrough. Thanks to the progress in medicine 
and science over the previous century, individuals 
may hope to live for a very long time. New 
advances in areas such as AI and ML have the 
potential to bring about a medical revolution, even 
though technology has gone a long way. Naturally, 
computers allow for the simplification of even the 

minutest and least significant aspects of any 
activity. The healthcare business has been an early 
adopter of artificial intelligence (AI) and has 
potential future uses [2]. The healthcare sector has a 
long history of enthusiastically embracing 
innovative technology. Artificial intelligence and 
machine learning have found beneficial uses in the 
medical field, similar to those in other sectors, such 
as commerce and the online economy. The 
applications of such technology are practically 
endless. Innovative uses of ML are helping to 
revolutionize the healthcare sector. Due to required 
processes such as electronic medical records, 
medical practices have already begun utilizing big 
data technologies for next-generation predictive 
analytics. ML technologies are expected to improve 
this procedure even further[2,3]. These enhance the 
efficiency of intelligent and automated decision-
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making in primary, secondary, and tertiary public 
healthcare settings. Since this can potentially 
enhance the lives of billions of people worldwide, it 
may be the most critical effect of ML 
technologies[]. 

 
The applications of ML technology in 

clinical trial research are many. Medical personnel 
might save time and money by evaluating a larger 
volume of data with the help of powerful predictive 
analytics applied to clinical trial candidates. Many 
ML applications, such as those that help determine 
the most effective sample sizes and those that make 
it possible to use electronic health records (EHRs) 
with a minimum of data entry mistakes, can further 
enhance the productivity of clinical trials. As 
skilled radiologists become scarcer worldwide, this 
strategy solves a significant challenge facing the 
healthcare industry[6,7]. Healthcare practitioners 
may better accommodate patients' needs and 
improve the efficacy of their treatment plans by 
combining personal health data with predictive 
analytics. The potential applications of ML in 
research and medical testing are vast. Researchers 
employing ML-based predictive research to find 
hidden clinical trial participants may move with a 
supply from many data sources, such as previous 
medical visits, social media, etc.[8]. It also takes 
care of the people taking part in the trial. It ensures 
that the data is available in real-time so that 
researchers may study an adequate number of 
people and make less statistically significant 
mistakes thanks to the efficiency of 
computerization. Different algorithms can be 
employed to analyze the growing digital archive of 
medical imaging data for trends and anomalies. ML 
systems may analyze imaging data as a highly-
skilled radiologist would to detect skin lesions, 
cancers, and brain hemorrhages. Consequently, it is 
reasonable to expect a substantial uptick in 
radiologists using such services[9, 10]. 
 
1.1. Problem Statement 

The National Patient Safety Foundation 
found that 42% of hospitalized patients had delayed 
diagnoses or medical mistakes. Ignorant approaches 
to patients' medicines, medical tests, and 
procedures pave the way for misdiagnosis. The 
massive amounts of data may be used to learn more 
about the patterns or rules underlying machine 
learning techniques. Because of the importance of 
disease diagnosis in data processing, many different 
types of patient testing are required leading to more 
expenses. Experiments may be conducted more 
quickly and efficiently with the help of data mining 

tools. When diagnosing HDD, data mining is 
essential because it allows doctors to consider the 
traits and features—such as age, weight, etc. The 
most relevant to the problem at hand may have 
errors. Even if data mining is used in the healthcare 
industry, the accuracy of the different ways of 
putting things into groups must be considered. 

 
1.2. Objective 

To better diagnose and predict heart 
disease and Diabetes (HDD), this research work has 
set the primary objective to propose Tremendous 
Hybrid Optimization-based Machine Learning 
Algorithm (THO-MLA), which utilizes the natural 
characteristics inspired by particles (i.e., birds) and 
wolves. 
2. LITERATURE REVIEW 

This section categorizes the relevant 
material as either (1) algorithms for classifying 
heart disease or (2) algorithms for classifying 
diabetes. 
2.1 Heart Disease Classifiers 

The “Phonocardiogram Prediction Model” 
[11] is the prospect of predicting ischemic heart 
disease. Savitzky-Golay filtering is used alongside 
deep learning and ensemble learning algorithms. Its 
ultimate goal is to enable fully automated 
prediction. Both (a) ten-fold cross-validation and 
(b) no testing is used to evaluate the classification 
accuracy. “Early Prediction of Intensive Care Unit 
(EPICU)” [12] is proposed to predict the 
readmission of patients in the ICU accurately. The 
expected outcome of an EPICU procedure is one of 
two possible outcomes. ForecastingICU 
readmission employs eight distinct categorization 
techniques. According to the results, classification 
after feature selection performed better than straight 
classification. “Effective Heart Disease Prediction” 
[13] is proposed to assist the clinician in predicting 
cardiovascular disease. It provides a roadmap to 
make decisions and predictions with a large amount 
of data produced in the healthcare industry. A 
hybrid random forest is an ensemble with linear 
regression to perform the classification. 
“Automated Prediction” [14] is proposed to predict 
heart disease by utilizing sparse discriminant 
analysis (SPA). It aims to minimize the time 
consumption by the optimum linear discriminant 
analysis (LDA) scoring methodology, resulting in 
deep execution. If classes or sub-classes are non-
linear, deep execution continues until the best result 
is achieved. “Real-Time Heart Disease Prediction” 
[15] is proposed to utilize Apache Spark to send the 
predicted heart diseases to the clinician at the 
earliest. To avoid delayed streaming in the 
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distributed computing environment, apache-park is 
utilized. It involves streaming processing, storing 
data, and visualizing the obtained results. 
 

“Cloud-based Internet of Medical Things 
Framework” [16]is proposed to analyze large 
datasets produced by medical sensing equipment to 
diagnose and predict cardiovascular disease. Cloud 
computing is utilized to effectively utilize resources 
to serve individuals better and make them take care 
of when they are at risk of cardiovascular disease. 
“Heart Sound Classification” [17] is proposed to 
predict heart-related diseases. The signal energy is 
utilized for the analysis. It has deployed a stacked 
encoder network for the classification task and 
evaluated its efficacy using PASCAL B training 
data. The results are compared across many 
datasets to demonstrate the suggested study's 
effectiveness. “Deep Learning based Disease 
Prediction” [18] is proposed to predict the diseases 
related to Alzheimer’s. Data extraction is 
performed with the available ambulatory EMR 
data, which is heterogeneous. Naïve Bayes 
methodology is integrated with deep learning to 
enhance the prediction ratio. “Classification Using 
Link Prediction” [19] was proposed to detect the 
unlabeled data in the class. Link predictors were 
developed and used to categorize various datasets. 
Multiple link predictors are identified using a 
majority vote approach that takes advantage of low-
level properties. “Hierarchical Neighborhood 
Component-Based Learning and Adaptive Multi-
Layer Networks” [20]predicts future risks of heart 
failure is offered. Learning occurs at the attribute 
level, and the neighborhood component module is 
used to construct the core features. Finding the 
potential danger helps global weight vectors. 

 
2.2 Diabetes Classifiers 

“Type 2 Diabetic Mellitus detection 
framework” [21] is proposed with the help of a 
Genome-Wide Association Study (𝐺𝑊𝐴𝑆) along 
with the Phenome-Wide Association Study 
(𝑃ℎ𝑒𝑊𝐴𝑆). To measure the effectiveness of the 
structure, we turn to machine learning techniques. 
A greater control identification rate is demonstrated 
using a training and test set of 300 samples. 
“Structured Framework” [22] is proposed to 
classify and extract blood vessels affected by 
diabetes. The framework removes the source 
image’s background and improves the blood vessel 
pixel’s background for adequate classification. 
Feature vectors are generated and extracted using 
deep learning-based classification strategies. 
Features were trained using firefly optimization. 

“Automatic detection with Extreme Learning” [23] 
is proposed for detecting diabetic retinal image 
neovascularization, and filter banks' sequence is 
used to acquire its features. The framework was 
evaluated with the annotated images from the 
ophthalmologist’s expert. The result shows that the 
framework clearly shows the alleged 
neovascularization regions and can sustain 
decision-making. 

 
“Efficient Ensemble Strategy” [24] is 

proposed to predict Type 2 diabetics, which applies 
SVM for classification. The data selection method 
uses two phases to select the data points. Ensemble 
SVM is constructed by selecting the data points. It 
analyses the system's performance using real-world 
datasets and finds that it outperforms state-of-the-
art models with significantly less training time. 
“Polynomial– Kernel SVM-based Method” [25]is 
created to categorize persons with diabetes at a high 
risk of complications. Age, sex, body mass index, 
and waist size are all considered. To address the 
nuances between poor glucose tolerance and the 
other markers of Type 2 diabetes, we turned to a 
logistic Regression-based method. 
 

A “Smart Health Monitoring System” 
[26]idea is to check the patient's blood pressure and 
glucose level and report back to the doctor if there 
are any discrepancies. Predictions of hypertension 
and diabetes risk are made using machine learning 
and decision-making techniques. The intuitive 
technology instantly notifies and alerts medical 
professionals to any changes. “Neural Network-
based Model” [27] was proposed to analyze 
diabetic patients to recognize the challenges in the 
existing methods. An advanced technique was 
implemented to execute an analytical performance 
on diabetic-affected people, their age group, 
working style, and food habits. The life span of 
diabetic patients can also be detected. This model 
aid as a guide in resolving other diseases like 
cardiovascular problems, retinopathy, and 
nephropathy, which are caused due to diabetics. 
Pima Indian Diabetic datasets were used for the 
evaluation. “Model for Finding Diabetics” [28] is 
proposed to classify diabetes among pregnant 
ladies. It applies machine learning methodologies, 
namely SVM, Naïve Bayes, and Decision Tree. The 
model is tested with Pima Indian Diabetes Dataset. 
The results show that the Naive Bayes performs 
with increased accuracy and is examined with ROC 
curves. 
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“Identifying blood-based Gene Expression 
Score” [29] is proposed for predicting diabetes and 
coronary artery disease. The dataset of 110 patients 
was used to identify the genes bioinformatically 
and are evaluated statistically with the SVM 
method. The GES performance was experimentally 
tested with suspected CAD. “Diabetic Mellitus 
Detection” [30] is proposed by extracting features 
of photoplethysmography with PPG signal 
consideration. The hybrid feature selection 
approach was used to extract 37 features and reduce 
noisy data. System performance is enhanced 
together with ten hand-picked feature sets. Diabetic 
patients can be treated and protected from end-
organ damage using a screening tool validated by a 
random population test. 
 

“Modified Support Vector Machine" 
(MSVM)”[31]is proposed to aid in the diagnosis of 
diabetes. To do this first processing, MSVM 
employs a variant of the principal component 
analysis (PCA) method to extract features from the 
provided medical data. After computing the 
covariance matrix's eigenvectors using MPCA, data 
mapping into a subspace with the same 
dimensionality is done. MSVM's goal is to choose 
the best characteristics for further categorization. 
Classifications and predictions are based on the 
most useful recoverable characteristics. A tailored 
method is used to choose the best hyperplane, 
yielding the most significant achievable separation 
margin that still satisfies the criteria for each 
categorization. This classification may reduce the 
experimental categorization error in linear and non-
linear data analysis. Finding the hyperplane of 
greatest distancing allows the input vector to be 
projected onto a higher-dimensional space. “Deep 
Learning for Predicting Diabetes (DLPD)”[32] is a 
strategy for making predictions about diabetes by 
tapping into the capacity of deep neural networks' 
hidden layers. To prevent overfitting, dropout 
regularisation is employed. DLPD does this via a 
binary cross-entropy loss function whose 
parameters are optimized for the given task. The 
model's prior learnings can be preserved, and its 
adaptability to new data may be improved using 
normalization layers. After each training update, 
dropout randomly returns some proportion of units 
to zero. A constant scaling factor is applied to the 
hyperparameters to account for past gradients. We 
can write the whole gradient through recursion as 
the mean damping of all the square gradients that 
came before it. Time spent classifying data has little 
effect on anything other than the mean and gradient 
at the moment. 

The proposed work [33]uses hybrid techniques to 
combines two different algorithms to enhance the 
accuracy of heart disease and diabetes. It begins 
with selection of most significant features from 
given dataset. It used Ant Colony optimization 
techniques. This algorithm finds the shortest path 
between two sites by imitating the behaviour of 
ants, which is an inspiration from nature. The 
factors that have the most effects on prediction 
accuracy are found using the Ant Colony 
Optimisation (ACO) approach. The approach use 
Adaptive Boosting (AdaBoost) to construct a 
classification model based on these features after 
identifying the most important components. In 
AdaBoost, multiple weak classifiers are combined 
to create a robust classifier. An AdaBoost model is 
trained based on selected features to predict 
whether a patient has heart disease or diabetes. 
ACO is used again to select the essential elements 
and Adaboost is used to train a model until the 
desired prediction accuracy is reached. A 
comparison of the prediction accuracy and feature 
selection of RACOAA with other state-of-the-art 
algorithms has shown that RACOAA is superior to 
other state-of-the-art algorithms. 
 

“Self-Adaptive Particle Swarm 
Optimization-based Random Forest Algorithm 
(SAPSORF)“ [34] designed to improve the 
diagnosis of heart disease and diabetes (HDD). This 
classifier aims to address the limitations of current 
machine learning models in accurately predicting 
these diseases, which are often designed to focus on 
specific health conditions and thus lack versatility. 
By integrating a bio-inspired algorithm, Self-
Adaptive Particle Swarm Optimization (SAPSO), 
with a modified Random Forest Algorithm, the 
SAPSORF enhances both the sampling and 
dimensionality reduction phases of the Random 
Forest model, leading to improved 
performance.The effectiveness of SAPSORF is 
evaluated using two distinct datasets: the 
Cardiovascular Disease Dataset and the PIMA 
Indian Diabetes Dataset. The results from these 
evaluations demonstrate that SAPSORF 
outperforms existing classifiers in terms of 
accuracy for these disease classification tasks. This 
indicates that SAPSORF is a promising tool for the 
early and accurate risk assessment of cardiovascular 
disease and diabetes, potentially contributing to 
better prevention and treatment strategies for these 
lethal conditions. Optimization algorithms are best 
in achieving the expected outcomes [32]-[70]. 
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3. RESILIENCE GREY WOLF 
OPTIMIZATION-BASED CONVOLUTIONAL 
NEURAL NETWORK (RGWO-CNN) 
3.1. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) 
begins with the Input layer. The task of the input 
layer is to transform the unprocessed data into a 
form that the neural network can understand. Data 
embeddings commonly encode the input text, 
where a fixed-length vector denotes each word. 
 
3.1. Layer of Embedding 

At the embedding layer, a dense vector of 
a predetermined length represents the meaning of 
each word in the input phrase. Let's say we have an 
input sequence 𝑆 of length 𝐿 and a vocabulary size 
of 𝑉. The input sequence is first transformed into a 
sequence of one-hot vectors of size 𝑉, where each 
vector has a value of 1 at the index corresponding 
to the word in the vocabulary and 0 elsewhere. The 
one-hot vectors are then multiplied with a weight 
matrix 𝑊 of size 𝑉 𝑥 𝐸, wherein 𝐸 is the 
dimensionality of the embedding space. To achieve 
optimal performance, the weight matrix is learned 
during training. 
 

Let 𝑆 = (𝑆ଵ, 𝑆ଶ, … , 𝑆) be an input 
sequence of length 𝐿, where each 𝑠 is an index into 
the vocabulary of size 𝑉. Let 𝑊  be the weight 
matrix of size 𝑉 𝑥 𝐸, wherein 𝐸 is the 
dimensionality of the embedding space. Then the 
matrix of word embeddings 𝑊can be obtained 
using Eq.(1). 

𝑊 =  𝑆 ∗  𝑊  (1) 

where * denotes matrix multiplication. 
 
3.1.2 Convolutional layer 

Convolutional layers are the backbone of 
CNN when collecting relevant features from input 
data. Convolutional layers produce feature maps 
highlighting basic patterns or structures in the data 
by applying filters to the input data learned during 
training. 
 
3.1.2.1 Convolution Operation 

To execute a convolution, a filter is moved 
over the input data. In contrast, the threshold value 
among the filter and a localized piece of the inputs 
is calculated at each location. The mathematical 
definition of the convolution operation is 
mathematically expressed as Eq.(2). 

𝑦௦,௪ =   𝑝௦ + 𝑚, 𝑗 + 𝑛. 𝑤, + 𝑏



 (2) 

The input data is 𝑥, the filter is 𝑤, the bias term is 
𝑏, and the final feature map is $y$. Output feature 
map coordinates are indicated by indices 𝑖 and 𝑗, 
and filter coordinates by indices 𝑚 and 𝑛. 
 
3.1.2.2 Multiple Filters 

Convolutional layers typically use multiple 
filters to learn multiple feature maps 
simultaneously. Each filter is initialized randomly 
and updated during training to learn useful patterns 
or structures in the input data. By convolving with 
the input data, each filter produces a separate 
feature map, and the sum of all feature maps 
produced scales linearly with the number of filters 
employed. 

 
3.1.3 Stride and Padding 

To modify the output feature map's spatial 
dimensions, convolutional layers let the setting of 
stride and padding parameters. Stride, which 
specifies how many pixels the filter moves by at 
each step to lower the output feature maps' spatial 
dimensions, can be adjusted to a value higher than 
1. Padding involves adding extra pixels around the 
input data to preserve its spatial dimensions after 
convolution. 
 
3.1.2. Softmax Activation Function 

Convolutional neural networks often use 
the softmax activation function at the result layer 
for multi-class classification issues. A vector of 
real-valued inputs is utilized to compute a 
probability distribution across the classes. The 
definition of the same is given in Eq.(3). 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑝௦) = 𝑒𝑥𝑝(𝑝௦)/𝑠𝑢𝑚 ቀ𝑒𝑥𝑝൫𝑝൯ቁ (3) 

where 𝑠𝑢𝑚 ቀ𝑒𝑥𝑝൫𝑝൯ቁ is the sum of all the input 

values' exponential values and 𝑝௦ is the input for 
the 𝑖-th class. The softmax function is appropriate 
for classification problems based on probability 
since it guarantees that the output values are around 
0 and 1 and add up to 1. 
 

To simplify the feature maps produced by 
the convolutional layers, pooling layers are utilized 
in neural networks. By teaching the network to be 
translationally invariant, pooling allows it to 
recognize the same pattern no matter where it 
appears in the input. 
 

Let's consider a convolutional layer with 
input feature map 𝑋 of size 𝑊 𝑥 𝐻 𝑥 𝐶, where 𝑊 is 
the width, 𝐻 is the height, and 𝐶 is the number of 
channels. We apply a pooling operation with kernel 
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size 𝑘 and stride 𝑠, which outputs a new feature 
map 𝑌 of size (𝑊 − 𝑘)/𝑠 +  1 × (𝐻 − 𝑘/𝑠 +
1 × 𝑐). 

Max pooling is often utilized in CNN. The 
greatest value in a k-by-k square region of the input 
feature map is extracted using max pooling. Eq. (4) 
is a mathematical representation of this idea. 

 
𝑌(𝑖, 𝑗, 𝑐) = 𝑚𝑎𝑥൫𝑋(𝑖𝑠, 𝑗𝑠, 𝑐)൯ 𝑓𝑜𝑟 𝑖𝑠

= 𝑖𝑠 𝑡𝑜 (𝑖𝑠) + 𝑘
− 1 𝑎𝑛𝑑 𝑗𝑠
= 𝑗𝑠 𝑡𝑜 (𝑗𝑠) + 𝑘 − 1 

(4) 

where 𝑌(𝑖, 𝑗, 𝑐) is the output value at position (𝑖, 𝑗) 
in channel 𝑐, and 𝑋(𝑖𝑠, 𝑗𝑠, 𝑐) is the input value at 
position (𝑖𝑠, 𝑗𝑠) in channel 𝑐. 
 
3.1.4. Layering Pools 

Neural networks use pooling layers to 
make the feature maps generated by the 
convolutional layers more spatially manageable. 
The goal of pooling is to introduce a degree of 
translation invariance into the network, meaning 
that the network can recognize the same pattern 
regardless of its position in the input. A pooling 
layer typically operates on a 3D tensor of shape 
(𝑊, 𝐻, 𝐶), where 𝑊 is the width, 𝐻 is the height, 
and 𝐶 is the number of channels. Let 𝑋 be the input 
tensor to the pooling layer, and let 𝑌 be the output 
tensor. The pooling operation is typically defined 
by a pooling function and two hyperparameters: the 
pooling size 𝑘 and the stride 𝑠. 
 

The pooling size 𝑘 determines the size of 
the pooling window. Maximum pooling (which 
returns the largest value) and average pooling 
(which returns the average values in the pooling 
window) are the most common choices for the 
pooling function. The stride 𝑠 determines the step 
size for moving the pooling window across the 
input tensor. 
 

More formally, let 𝑋(𝑖, 𝑗, 𝑐) be the element 
of the input tensor at position (𝑖, 𝑗) in channel 𝑐. 
Let 𝑌(𝑖′, 𝑗′, 𝑐) be the element of the output tensor at 
position (𝑖′, 𝑗′) in channel 𝑐. Hence, this research 
work characterizes the pooling process as follows: 
 
Max pooling: 

𝑌(𝑖ᇱ, 𝑗ᇱ, 𝑐) = 𝑚𝑎𝑥{ୀ}
{ିଵ}

𝑚𝑎𝑥{ୀ}
{ିଵ}

𝑋(𝑖ᇱ ∗ 𝑠

+ 𝑝, 𝑗ᇱ ∗ 𝑠 + 𝑞, 𝑐) 
(5) 

Average pooling: 
𝑌(𝑖ᇱ, 𝑗ᇱ, 𝑐) = (1/𝑘ଶ)

∗ 𝑠𝑢𝑚{ୀ}
{ିଵ}

𝑠𝑢𝑚{ୀ}
{ିଵ}

𝑋(𝑖ᇱ

∗ 𝑠 + 𝑝, 𝑗ᇱ ∗ 𝑠 + 𝑞, 𝑐) 

(6) 

where the indices 𝑝 and 𝑞 iterate over the pooling 
window. Note that in the case of average pooling, 
we divide by 𝑘ଶ to ensure that the output values are 
normalized. 
 

Pooling layers can also be applied 
globally, meaning that the pooling window covers 
the entire spatial dimensions of the input tensor. 
The last stage of a convolutional neural network 
often employs global pooling to provide a fixed-
length output suitable for feeding into a fully 
connected layer. This is how we may define the 
maximum global pooling and global average 
pooling processes: 

 
Global max pooling: 

𝑌(𝑐) = 𝑚𝑎𝑥{ୀ}
{ௐିଵ}

𝑚𝑎𝑥{ୀ}
{ுିଵ}

𝑋(𝑖, 𝑗, 𝑐) (7) 

 
Global average pooling: 

𝑌(𝑐)

= ൫1/(𝑊 ∗ 𝐻)൯

∗ 𝑠𝑢𝑚{ୀ}
{ௐିଵ}

𝑠𝑢𝑚{ୀ}
{ுିଵ}

𝑋(𝑖, 𝑗, 𝑐) 
(8) 

where the indices 𝑖 and 𝑗 iterate over the spatial 
dimensions of the input tensor. 
 
3.1.5. Backpropagation 

During training, the fully linked layer's 
weights and biases are learned via backpropagation. 
Given a loss function 𝐿, the loss gradient 
concerning the layer's output can be computed as 
Eq.(9). 

𝑑𝐿/𝑑𝑦 =  𝑔𝑟𝑎𝑑 (9) 

where grad describes the loss's gradient at the 
layer's output. 
 

The weight and biases loss gradient can be 
computed using the chain rule as Eq.(10). 

𝑑𝐿/𝑑𝑊 =  𝑑𝐿/𝑑𝑦 ∗  𝑑𝑦/𝑑𝑊 
𝑑𝐿/𝑑𝑏 =  𝑑𝐿/𝑑𝑦 ∗  𝑑𝑦/𝑑𝑏 

(10) 

where 𝑑𝑦/𝑑𝑊 and 𝑑𝑦/𝑑𝑏 are the derivatives of the 
layer output concerning the weights and biases, 
respectively. 
 

After then, gradient descent or another 
optimization technique may be used to adjust the 
weights and biases. 
 
3.1.6. Binary Cross-Entropy Loss 
 The binary cross-entropy loss function is 
frequently employed for issues involving only two 
classes. The desired label for the current input is 𝑦. 
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Therefore, we'll treat this as a binary classification 
issue. 𝑦  is the positive class probability we 
expect. The definition of the binary cross-entropy 
loss function is as follows. (11). 

𝐿 =  −𝑦 ∗  𝑙𝑜𝑔(𝑦௧)  −  (1 −  𝑦)  
∗  𝑙𝑜𝑔(1 − 𝑦௧) 

(11) 

where 𝑦 is the actual label and𝑦௧  is the expected 
proportion of successes. 
 

The training seeks to achieve a minimum 
of this loss function. Backpropagation may be used 
to calculate the loss gradient concerning the model 
parameters. 
 
3.1.7. Categorical Cross-Entropy Loss 

For issues with several classes, the 
categorical cross-entropy loss function is applied. 
Let's consider a multi-class classification problem 
where the target label for a given input is a one-hot 
encoded vector y of length 𝑘. The predicted 
probabilities of the 𝑘 classes are given by the vector 
𝑦௧of length 𝑘. We may characterize the loss 
function of the cross-entropy category as Eq.(12). 

𝐿 =  −𝑠𝑢𝑚(𝑦 ∗  𝑙𝑜𝑔(𝑦௧)) (12) 

where 𝑦 is the true label and 𝑦௧is the predicted 
probabilities of the 𝑘 classes. 

The training seeks to achieve a minimum 
of this loss function. Backpropagation may be used 
to calculate the loss gradient concerning the model 
parameters. 
 
3.1.8. Stochastic Gradient Descent 

By sampling from the training data at 
random, stochastic gradient descent updates the 
parameters based on the gradient of the reduction 
function. This method is more computationally 
efficient when calculating the gradient across the 
complete training set. Stochastic gradient descent's 
updating rule is defined as Eq.(13). 

 

𝑡ℎ𝑒𝑡𝑎 =  𝑡ℎ𝑒𝑡𝑎 −  𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 
∗  𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡_𝑚𝑖𝑛𝑖𝑏𝑎𝑡𝑐ℎ 

(13) 

where theta represents the model's parameters, the 
learning rate is a hyperparameter that controls the 
size of the updates, and gradient minibatch is the 
gradient of the loss with the parameters in mind, 
computed over a sample of the training data at 
random. 
 
3.1.9. Hyperparameter Tuning 

Hyperparameters are the configuration 
parameters that determine the behavior and 
performance of a neural network. Examples of 

hyperparameters in a CNN for HDD classification 
include the learning rate, batch size, number of 
epochs, number of filters, kernel size, etc. Tuning 
these hyperparameters is essential for achieving the 
best performance of the model. Hyperparameter 
tuning can be done manually, by trial and error, or 
by using automated methods such as grid search, 
random search, or Bayesian optimization. In 
manual tuning, the hyperparameters are varied 
individually, and the model's performance is 
evaluated each time. In automated tuning, a search 
space of hyperparameters is defined, and the 
algorithm tries to find the best combination of 
hyperparameters within that space. 
 

Hyperparameter tuning can be represented 
as an optimization problem, where the objective is 
to find the set of hyperparameters that maximizes 
the performance metric of the model. Let's denote 
the hyperparameters as θ and the performance 
metric as 𝐽(𝜃). Then, we can represent the 
hyperparameter tuning process as follows: 

 

Algorithm 1. Hyperparameter Tuning 

Step 1: Define a search space for the 
hyperparameters 𝜃 

Step 2: Initialize a set of hyperparameters 𝜃 
Step 3: Train the model with the hyperparameters 

𝜃 
Step 4: Evaluate the performance of the model 

using the performance metric 𝐽(𝜃) 
Step 5: Update the set of hyperparameters 𝜃ଵbased 

on the evaluation result 
Step 6: Repeat steps 3-5 until the performance 

metric converges or a maximum number    
of iterations is reached 

 
The optimization problem can be solved 

using various optimization algorithms, such as 
gradient descent, Adam, or RMSprop. The choice 
of optimization algorithm also affects the model's 
performance; thus, it is also a hyperparameter that 
needs to be tuned. Hyperparameter tuning is a 
crucial step in developing a CNN for HDD 
classification. It helps to find the best set of 
hyperparameters that maximizes the model's 
performance and improves its generalization 
ability. 
 
3.2. Resilience Grey Wolf Optimization 

In CNN, Stochastic Gradient Descent is an 
optimization strategy to attain the results. But, 
Stochastic Gradient Descent’s Optimization is 
insufficient to achieve better classification accuracy 
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towards HDD classification and prediction. Hence, 
this research utilizes bio-inspired optimization, 
namely Resilience Grey Wolf Optimization. 
 
3.2.1. Initialization of Population 

The initialization of the population in the 
GWO algorithm involves randomly initializing a 
population of 𝑁 wolves within the search space, 
where each wolf is represented as a 𝐷-dimensional 
vector. The initialization process should ensure 
wide search space coverage to promote solution 
space exploration. 
 

Let the population size be 𝑁, and the 
search space be represented as 𝐷-dimensional 
vectors 𝑥 =  [𝑥1, 𝑥2, . . . , 𝑥𝐷]. Then, the population 
of wolves can be represented as a matrix 𝑋 of size 
𝑁𝑥𝐷, where each row represents a candidate 
solution or wolf. The same is expressed in Eq.(14). 

𝑋 =  [𝑥1;  𝑥2; . . . ;  𝑥𝑁] (14) 

The wolves are first placed in the search 
space at random. Let's say 𝑙𝑏 and 𝑢𝑏 are the 
bottoms and upper limits of the search space. Next, 
we generate an initial wolf location 𝑥𝑖 according to 
the equation Eq (15). 

𝑥𝑖 =  𝑙𝑏 +  (𝑢𝑏 −  𝑙𝑏)  ∗  𝑟𝑎𝑛𝑑(𝐷, 1) (15) 

where 𝑟𝑎𝑛𝑑(𝐷, 1) generates a random 𝐷-
dimensional vector between 0 and 1. 

 
The initial population should cover a wide 

range of the search space to ensure a good 
exploration of the solution space. The initialization 
process should also ensure that the wolves are not 
initialized too close to each other, as this can lead to 
premature convergence to local optima. Therefore, 
a random initialization strategy that covers a wide 
range of the search space is preferred. 
 
3.2.2. Fitness Function Evaluation 

Each solution in the population is given a 
fitness value and ranked according to the GWO 
algorithm's fitness function assessment step. ALP, 
BTA, and DTA wolves are chosen according to 
their fitness scores, which direct the search for 
optimal solutions. The fitness function measures 
how well a solution meets optimization 
requirements; it should be tailored to the situation 
at hand. 
 

Consider the fitness function to be 𝑓(𝑥), 
which ranks the effectiveness of a set of potential 

answers. Next, the fitness value 𝑓(𝑥𝑖) is calculated 
for each wolf in the population using Eq.(16). 

𝑓𝑖𝑡  =  𝑓(𝑥𝑖) (16) 

 
ALP, BTA, and DTA wolves are chosen 

based on their fitness ratings, which indicate the 
relative quality of each solution in the population. 
The wolf with the highest fitness value (the ALP 
wolf) is chosen as the leader, while the wolf with 
the 2nd-highest fitness value (the BTA wolf) and 
the wolf with the 3rd-highest fitness value (the 
DTA wolf) are given secondary roles in the pack. 
 

Let 𝑓𝑖𝑡, 𝑓𝑖𝑡், and 𝑓𝑖𝑡் be the 
fitness values of the ALP, BTA, and DTA wolves, 
respectively. The following selection rule provided 
in Algorithm 2 is used. 

 

Algorithm 2. Fitness Evaluation-based Selection 

Step 1: if 𝑓𝑖𝑡 < 𝑓𝑖𝑡 
Step 2: 𝑒𝑙𝑖𝑓𝑓𝑖𝑡 < 𝑓𝑖𝑡 < 𝑓𝑖𝑡் 
Step 3: 𝑒𝑙𝑖𝑓𝑓𝑖𝑡் < 𝑓𝑖𝑡 < 𝑓𝑖𝑡் 

where ALP, BTA, and DTA are the indices of the 
alpha, beta and delta wolves, respectively. 

 
The fitness function determines how well a 

solution meets optimization requirements; it should 
be tailored to the situation. Reducing or 
maximizing the fitness function is the objective of 
optimization issues. The fitness function's return 
value should be a single numeric value that 
indicates the solution's quality. It is also possible 
for the fitness function to be multi-objective, 
intending to optimize several criteria 
simultaneously. 
 
3.2.3. Identification of ALP, BTA, and DTA 

Wolves 
The RGWO algorithm determines the 

ALP, BTA, and DTA wolves by choosing the three 
wolves with the highest fitness scores. These pack 
leaders steer the pack in its quest for improved 
solutions, and the pack's collective knowledge is 
updated based on their latest observations. The 
fitness levels of the wolves in the population serve 
as the basis for the selection rule used to determine 
the ALP, BTA, and DTA wolves. 
 

Let the fitness levels of the ALP, BTA, 
and DTA be 𝑓𝑖𝑡, 𝑓𝑖𝑡், and 𝑓𝑖𝑡், 
respectively. The fitness of the ALP wolf is the 
highest. Hence its location is labeled 𝑥 . 
Similarly, 𝑥் and 𝑥் represent the BTA and 



 Journal of Theoretical and Applied Information Technology 
30th June 2025. Vol.103. No.12 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
5140 

 

delta wolves, who rank second and third in fitness. 
Wolves in a population are ranked as " ALP," " 
BTA," and "DTA" according to their fitness levels. 
ALP, BTA, and DTA wolves are determined using 
the selection procedure presented in Algorithm 3. 
 

Let 𝑓𝑖𝑡, 𝑓𝑖𝑡், and 𝑓𝑖𝑡் be the 
fitness values of the ALP, BTA, and DTA wolves, 
respectively. The ALP wolf has the best fitness 
value, and its position is denoted as 𝑥 . 
Similarly, the BTA and DTA wolves have the 
second-best and third-best fitness values, 
respectively, and their positions are denoted as 
𝑥௧ and 𝑥ௗ௧, respectively. The identification of 
the ALP, BTA, and DTA wolves is based on the 
fitness values of the wolves in the population. The 
selection rule provided in Algorithm 3 is used to 
identify the ALP, BTA, and DTA wolves. 

 
Algorithm 3. Selection Rule Used to Identify 

Wolves 
Step 1: for 𝑖 =  1 to 𝑁: 
Step 2: if 𝑓𝑖𝑡 < 𝑓𝑖𝑡: 
Step 3: DTA = BTA 
Step 4: BTA = ALP 
Step 5:  
Step 6: 𝑒𝑙𝑖𝑓𝑓𝑖𝑡 < 𝑓𝑖𝑡 < 𝑓𝑖𝑡் 
Step 7: DTA = BTA 
Step 8:  
Step 9: 𝑒𝑙𝑖𝑓𝑓𝑖𝑡் < 𝑓𝑖𝑡 < 𝑓𝑖𝑡் 
Step 10:  

where ALP, BTA, and DTA are the indices of the 
Alpha, Beta, and Delta wolves, respectively. 

 
Leaders, such as the ALP, BTA, and DTA 

wolves, direct the pack in its quest for improved 
strategies. The position of the alpha wolf is used to 
revise the locations of the other wolves in the pack, 
as it is the best answer so far. 
 
3.2.4. Updating the Position of Candidate 
Solutions 

Each potential solution (wolf) location is 
updated in GWO based on the locations of ALP, 
BTA, and DTA wolves. Let 𝑥 be the location of 
the 𝑖th wolf while 𝑥 , 𝑥், and 𝑥் denote the 
locations of the ALP, BTA, and DTA wolves. 
3.2.5. Exploration and Exploitation of Search 
Space 

The GWO algorithm's exploration-
exploitation trade-off is modulated by two 
parameters: exploration rate and exploitation rate. 
As the pace of exploration increases, the BTA, and 
DTA wolves become more influential in the 
position update of each possible solution. In 

contrast, the exploitation rate increases the alpha 
wolf's impact. Overhead for RGWO-CNN is 
provided by Algorithm 4. 

 

Algorithm 4. RGWO-CNN 

Step 1:  Initialize the population of grey     
wolves with random solutions. 

Step 2: Find each grey wolf's fitness level 
depending on how well its matching 
CNN model performed. 

Step 3: Identification of Alpha, Beta, and Delta 
Wolves: 

Step 3.1: Rank the grey wolves according to their 
fitness and select the alpha, beta, and 
delta grey wolves, the three best 
solutions. 

Step 3.2: Updating the Position of Candidate 
Solutions: 

Step 3.3: Update the position of each grey wolf 
using the RGWO algorithm, which 
involves computing the new position 
based on the current position, the 
position of the alpha, beta, and delta 
wolves, and a step size parameter. 

Step 3.4: Perform the Exploration phase and 
Exploitation Phase in the available 
Search Space: 

Step 3.5: Generate a new CNN model for each grey 
wolf based on its updated position. 

Step 4: Convert the input data into a matrix of 
embedding vectors, representing the 
input features in a lower dimensional 
space. 

Step 5: Using a convolution operation and a 
filter set, extract useful features from the 
input data by multiplying the matrix of 
embeddings by the filter set. 

Step 6: To normalize the data and translate them 
into a probability distribution over 
multiple classes, the output of the 
convolutional layer is given a softmax 
activation function. 

Step 7: Convolutional layer outputs can be 
downsampled, and their dimensionality 
reduced by applying a pooling 
procedure. 

Step 8: The backpropagation technique will 
compute the loss function gradients as a 
function of the CNN's parameters. 

Step 9: When the output has two categories, use 
the binary cross-entropy loss function to 
determine the loss. 

Step 10: The loss should be calculated using the 
categorical cross-entropy loss function 
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when the output has more than two 
categories. 

Step 11: Tune the hyperparameters of the CNN 
and RGWO algorithms to achieve the 
best performance on the validation set. 

Step 12: Repeat steps 2-14 for a predetermined 
number of iterations or until a 
convergence criterion is met. 

Step 13: Select the grey wolf with the best fitness 
as the final solution. 

Step 14: Return the final CNN model 
corresponding to the best grey wolf as 
the trained model. 

 
4. ABOUT DATASET AND PERFORMANCE 

METRICS 
 
4.1 Dataset 

The Cardiovascular Disease dataset and 
the PIMA Indians Diabetes dataset, found on the 
Kaggle website and downloaded for free, are used 
to evaluate the suggested classifier's performance. 
The cardiovascular Disease dataset holds 70000 
records, and the PIMA Indians Diabetes dataset 
holds 768 records. Datasets are described in Table 1 
and Table 2. 

 
Table 1. Cardiovascular Disease Dataset 

Feature 
Feature 

Type 
Description 

Age Objective Age of Patient 

Height Objective Height of Patient in cm 

Weight Objective 
Weight of Patient in 
kilogram (kg) 

Gender Objective 
Gender of Patient. 1 
indicates Male, 2 indicates 
Female 

Systolic 
Blood 
Pressure 

Examination 

The sudden influx of blood 
brings on pressure into the 
arteries. It is measured in 
millimetres of mercury 
(mmHg). 

Diastolic 
Blood 
Pressure 

Examination 

Arterial blood pressure 
refers to the force exerted 
by the blood on the walls of 
the arteries in between 
heartbeats. It is measured in 
millimetres of mercury 
(mmHg). 

Cholesterol Examination 

Cholesterol present in 
patient blood is indicated in 
3 different levels, which 
are: 1 indicating normal 
level, 2 indicating above 
the normal level, 3 
indicating well above the 
normal level 

Glucose Examination 
Glucose present in patient 
blood is indicated in 3 
different levels, which are: 

1 indicating normal level, 2 
indicating above the normal 
level, 3 indicating well 
above the normal level 

Smoking Subjective 
Whether the patient has the 
habit of smoking or not. 

Alcohol 
Intake 

Subjective 
Whether the patient 
consumes alcohol or not. 

Physical 
Activity 

Subjective 
Whether the patient does 
any physical activity or not. 

Cardiovasc
ular 
Disease  
Presence/A
bsence 

Subjective 
Whether the patient has the 
disease of Cardiovascular 
or not 

 
Table 2. PIMA Indians Diabetes Dataset 

Feature Feature Type Description 

Preg 
Subjective Indicates the number 

of times the patient 
got pregnant. 

Gluc 
Examination Glucose is present in 

the patient blood. 

Diastolic Blood 
Pressure 

Examination Arterial blood 
pressure refers to the 
force exerted by the 
blood on the walls of 

the arteries in 
between heartbeats. 

Triceps Skin 
Fold Thickness 

Objective Indicates tricep 
thickness of skin 

fold. 

Insulin 
Examination Insulin serum for 2 

hours. 

Body Mass 
Index 

Examination A medical screening 
tool that compares 

the height and 
weight of the patient 

to identify the 
presence of fat. 

Diabetes 
Pedigree 
Function 

Subjective Determines whether 
or not a patient has a 

high risk of 
developing diabetes 
depending on their 

family. 

Age Objective Age of Patient. 

Diabetes 
Presence/Absen

ce 

Subjective Whether the patient 
has the disease of 

diabetes or not 

 
    4.2 PERFORMANCE METRICS 

 Classification Accuracy: It’s a statistical 
evaluation of the classifier's efficiency in 
making predictions about unknown classes 
of unknown vectors. 

 F-Measure: It's a way to evaluate the 
efficacy of an algorithm as a whole by 
considering both its precision and recall. 

 Matthews Correlation Coefficient: It 
helps evaluate the accuracy of binary 
classifications. 
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 Fowlkes-Mallows Index: It is a measure 
to identify how closely two clusters of 
points are related. It is the bilateral 
precision and recall average expressed as a 
geometric mean. 

The four variables involved in the metrics  
mentioned above calculation, which are True 
Positive (𝑇𝑟𝑃𝑠𝑡), False Positive (𝐹𝑙𝑃𝑠𝑡), True 
Negative (𝑇𝑟𝑁𝑔𝑡), False Negative (𝐹𝑙𝑁𝑔𝑡): 
 𝑻𝒓𝑷𝒔𝒕 = Count of medical cases exactly 

diagnosed as the patient. 
 𝑭𝒍𝑷𝒔𝒕 = Count of medical cases inexactly 

diagnosed as the patient. 
 𝑻𝒓𝑵𝒈𝒕 = Count of medical cases exactly 

diagnosed as healthy. 
 𝑭𝒍𝑵𝒈𝒕 = Count of medical cases inexactly 

diagnosed as healthy. 
 
5. RESULTS AND DISCUSSION 

5.1Analysis of TP, TN, FP, FN 
Each model's accuracy in making 

predictions is shown by its True Positive, False 
Positive, True Negative, and False Negative 
numbers, respectively. These numbers may judge 
the accuracy of binary classification models. 
 

Table 3. TP, FP, TN, and FN Result Values 

Algorithm
s 

True 
Positive 

False 
Positive 

True 
Negative 

False 
Negati

ve 

BSVM 30.813 20.812 26.395 21.980 

S-ANN 34.593 17.328 29.667 18.411 

RGWO-
CNN 

49.151 2.860 44.899 3.090 

 
The BSVM model has the lowest TP value 

of 30.813, indicating that it is ineffective at 
correctly identifying positive instances. It has a 
higher FN value of 21.980, meaning it incorrectly 
classifies positive instances as negative. The model 
also has a relatively high FP value of 20.812, 
indicating a higher tendency to classify negative 
instances as positive, reducing its specificity. 
However, the TN value of 26.395 indicates that the 
model correctly identifies negative instances. 
 

The S-ANN model performs better than 
the BSVM model, with a higher TP value of 34.593 
and a lower FN value of 18.411. It is better at 
correctly identifying positive instances than the 
BSVM model. The S-ANN model also has a lower 
FP value of 17.328, indicating that it is better at 
correctly identifying negative instances than the 

BSVM model. Additionally, the TN value of 
29.667 indicates that the model effectively 
identifies negative instances. 

 
The RGWO-CNN model performs the best 

out of the three models, with the highest TP value 
of 49.151 and the lowest FN value of 3.090. This 
indicates that it is very effective at correctly 
identifying positive instances and has a low 
tendency to classify positive instances as negative 
incorrectly. The model also has a very low FP value 
of 2.860, indicating that it is very effective at 
correctly identifying negative instances and has a 
very low tendency to classify negative instances as 
positive. The TN value of 44.899 indicates that the 
model is also effective at correctly identifying 
negative instances. 
 

 
Figure 1a. TP and FP Analysis 

 

 
Figure 1b. TN and FN Analysis 

 
Overall, the RGWO-CNN model 

outperforms the BSVM and S-ANN models 
regarding its TP, FP, TN, and FN values, indicating 
that it is the most effective at correctly identifying 
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both positive and negative instances. This suggests 
that the RGWO-CNN model is better suited for the 
given binary classification problem than the other 
two. The pictorial representation of Table 3 is as 
Figure 1. 
 
5.2 Analysis of Classification Accuracy and F-
Measure 

The classification accuracy and F-measure 
scores in Table 4 indicate that the RGWO-CNN 
model performs best, followed by the S-ANN and 
BSVM models. The RGWO-CNN model 
outperforms the other two models regarding 
classification accuracy and F-measure. Both the 
classification accuracy and the F-measure of the 
RGWO-CNN model are much greater than those of 
the other two models, as shown in Figure 2. 
Concerning accuracy and F-measure scores, the S-
ANN model ranks in the middle. Of the three 
models, BSVM yields the smallest estimates. 
 

 
Figure 2. Classification Accuracy – F-Measure 

 

Table 4. Result Values of Classification Accuracy- 
F-Measure 

Algorithms Classification Accuracy F-Measure 

BSVM 57.208 59.019 

S-ANN 64.261 65.939 

RGWO-CNN 94.050 94.292 

 

The results of the three models are 
differentiated in Figure 2. The RGWO-CNN model 
outperforms the other two models in properly 
recognizing the class labels of the examples, as 
evidenced by its high classification accuracy and F-
measure. The RGWO-CNN model performs best, 
whereas the S-ANN model performs well but not as 
well as the BSVM model. When evaluating the 

efficacy of various machine learning models, it is 
crucial to use reliable assessment measures, as 
shown in Fig 1. The graph shows that the RGWO-
CNN model is superior to the other 2 models 
regarding classification accuracy and F-measure. 
 
5.2 Analysis of Matthews Correlation Coefficient 
and Fowlkes-Mallows Index 

In a binary classification issue, the 
Fowlkes-Mallows Index (FMI) calculates the 
degree of agreement between the predicted and true 
class labels. It is calculated as the average of the 
model's accuracy and recall scores, reflecting how 
well it recognises positive and negative examples 
and avoids making mistakes. An FMI of 1 implies a 
full agreement between the expected and true 
labels, whereas a value of 0 indicates no agreement. 
 

 
Fig 3. Matthews Correlation Coefficient and Fowlkes-

Mallows 
The accuracy of binary classification 

predictions may be evaluated using the Matthews 
Correlation Coefficient (MCC). It considers all 
possible outcomes (correct predictions, incorrect 
predictions, random predictions, and complete 
disagreement between predicted and true labels) 
and can take on values between -1 and 1. When 
comparing unbalanced and skewed datasets, MCC 
is often preferred to accuracy. 

 
Table 4. Result Values of Matthews Correlation 

Coefficient and Fowlkes-Mallows 

Algorithms 
Fowlkes-Mallows 

Index 
Matthews Correlation 

Coefficient 

BSVM 59.023 14.264 

S-ANN 65.942 28.363 

RGWO-
CNN 

94.292 88.079 
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Table 4 shows that the RGWO-CNN 
model has the best FMI and MCC scores, 
suggesting that it has successfully predicted 
accurate binary labels with a high degree of 
resemblance to genuine labels. BSVM has the 
lowest FMI and MCC scores compared to other 
models, while S-ANN is in second place. The FMI 
and MCC values can be shown on a graph with the 
model names along the x-axis to see how they 
compare. As the graph shows, the RGWO-CNN 
model has the highest performance across both 
measures, followed by the S-ANN model and the 
BSVM model in that order. The RGWO-CNN 
model would perform far better than the other 
models, as depicted by the graph, demonstrating the 
model's dominance in this binary classification task. 
Table 4 is depicted graphically in Figure 3. 

 
 

6. CONCLUSION 
Compared to state-of-the-art approaches, 

the proposed Resilience Grey Wolf Optimization-
based Convolutional Neural Network (RGWO-
CNN) achieves notable improvements in 
categorizing Heart Disease and Diabetes (HDD). 
The experimental findings reveal that the RGWO-
CNN approach outperforms other methods, such as 
BSVM and S-ANN, in classification accuracy, 
achieving an astonishing 94.050% accuracy. These 
findings demonstrate that the suggested approach is 
successful and efficient for categorizing medical 
data. The RGWO-CNN model's capacity to deal 
with noise and imbalance in the input data proves 
its robustness and resilience. This provides more 
evidence that the suggested technique for medical 
data categorization is trustworthy and accurate. In 
conclusion, the suggested RGWO-CNN method 
provides a promising strategy to categorize HDD 
data effectively and quickly. The additional study 
might examine whether the proposed approach 
holds for additional medical data sets and whether 
adding other optimization approaches would 
improve the model's performance. 
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