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ABSTRACT 
 

With the increasing prevalence of online transactions, the risk of online fraud has become a major concern 
for individuals, businesses, and financial institutions. Traditional methods of fraud detection often fall short 
in addressing the dynamic and evolving nature of fraudulent activities. The escalating threat of online fraud 
necessitates innovative approaches to enhance the efficacy of fraud detection systems. Using a quantum 
machine learning (QML) strategy that incorporates Support Vector Machine (SVM) supplemented with 
quantum annealing solvers, this study has developed and implemented a detection framework. Our 
evaluation of its detection performance was based on a comparison of the QML application's performance 
with twelve different machine learning algorithms. This research investigates the fusion of classical 
machine learning algorithms with quantum annealing solvers as a novel strategy for fortifying online fraud 
detection. With traditional methods struggling to keep pace with the dynamic nature of fraudulent activities, 
this paper explores the potential synergy between machine learning and quantum computing to address the 
evolving challenges in online transactions. Our study aims to demonstrate the feasibility and effectiveness 
of integrating these technologies, leveraging quantum annealing to optimize the complex decision-making 
processes inherent in fraud detection. Through an in-depth analysis, we present findings on the 
performance, speed, and adaptability of the integrated model, showcasing its potential to revolutionize the 
landscape of online fraud detection and bolster cyber security measures. 

Keywords: Cyber security, Fraud detection, Machine learning, Quantum computing, Support Vector 
Machine 

 
1. INTRODUCTION  
 

The surge in online transactions has brought 
about unprecedented convenience but has 
concurrently exposed individuals, businesses, and 
financial institutions to an escalating risk of online 
fraud. Traditional approaches to fraud detection, 
relying on rule-based systems and statistical 

models, are proving insufficient in coping with the 
dynamic and sophisticated nature of modern cyber 
threats. As fraudulent activities continually evolve, 
there is a pressing need for advanced technologies 
to bolster the resilience of fraud detection systems. 
Machine learning has demonstrated promise in 
adapting to these challenges by discerning intricate 
patterns and anomalies in transaction data. In 
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parallel, quantum computing, with its inherent 
ability to tackle complex optimization problems, 
particularly through quantum annealing, offers a 
compelling avenue for enhancing fraud detection 
capabilities. This research explores the integration 
of machine learning algorithms with quantum 
annealing solvers to harness the synergies between 
classical and quantum computing for more robust 
and adaptive online fraud detection [1] – [6]. 

The primary objective of this research is to 
explore and demonstrate the potential advantages of 
integrating classical machine learning algorithms 
with quantum annealing solvers for online fraud 
detection [7], [8]. Evaluate the limitations of 
traditional fraud detection methods in the face of 
dynamic cyber threats [9] – [11]. Investigate the 
capabilities of machine learning algorithms, both 
supervised and unsupervised, in discerning patterns 
and anomalies in transaction data [12], [13]. Assess 
the feasibility of integrating quantum annealing 
solvers into the fraud detection process to optimize 
complex decision-making procedures [14], [15]. 
Analyze the performance, speed, and adaptability of 
the integrated model in comparison to traditional 
fraud detection methods [16], [17]. Provide insights 
into the implications of this integrated approach for 
enhancing cybersecurity measures in online 
transactions [18], [19]. 

The literature surrounding online fraud detection 
spans various domains, encompassing classical 
machine learning techniques, quantum computing, 
and quantum annealing. This section provides an 
overview of existing research, highlighting the 
shortcomings of traditional methods and the 
potential benefits offered by the integration of 
machine learning algorithms with quantum 
annealing solvers [20] – [22]. Historically, fraud 
detection has relied on rule-based systems and 
statistical models to identify anomalous patterns in 
transaction data. However, these methods often 
struggle to adapt to the rapidly changing tactics 
employed by fraudsters. Recent studies have 
explored the efficacy of classical machine learning 
algorithms in augmenting fraud detection 
capabilities. Supervised learning algorithms, such 
as decision trees and support vector machines, have 
demonstrated success in learning from labeled data, 
enabling the identification of known fraud patterns 
[23] – [26]. Meanwhile, unsupervised learning 
techniques, including clustering and anomaly 
detection, prove valuable in uncovering novel 
fraudulent activities without prior labeled 
information [27]. Quantum computing represents a 
paradigm shift in computational capabilities, 

harnessing the principles of quantum mechanics to 
perform complex calculations exponentially faster 
than classical computers. Quantum annealing, a 
specific quantum computing approach, focuses on 
solving optimization problems by leveraging 
quantum superposition and entanglement. Quantum 
annealers, such as those developed by D-Wave, 
have shown promise in addressing combinatorial 
optimization challenges that are prevalent in fraud 
detection systems [28] – [30]. Despite the 
advancements in classical machine learning, 
traditional fraud detection methods face challenges 
in adapting to the dynamic nature of online fraud. 
The inherent combinatorial optimization problems, 
arising from the vast number of possible fraudulent 
patterns, hinder the effectiveness of classical 
algorithms. This necessitates exploration beyond 
classical computing paradigms [31] – [33]. 

Quantum annealing has emerged as a potential 
solution for addressing optimization problems in 
various fields, including cryptography, logistics, 
and finance. Its ability to explore multiple solutions 
simultaneously allows for more efficient 
optimization, making it a promising candidate for 
enhancing fraud detection models. However, the 
integration of quantum annealing with classical 
machine learning remains an area of active research 
[34] – [35]. While individual studies have explored 
either classical machine learning or quantum 
computing in isolation for fraud detection, there is a 
noticeable gap in the literature concerning the 
integration of these two paradigms. This research 
seeks to bridge this gap by investigating the 
synergies between classical machine learning 
algorithms and quantum annealing solvers, offering 
a novel approach to address the limitations of 
traditional methods and pave the way for more 
effective online fraud detection systems [36], [37]. 

2. METHODOLOGY 

A comprehensive dataset comprising both 
legitimate and fraudulent online transactions will be 
assembled from diverse sources to ensure a 
representative and realistic sample. The dataset will 
encompass a range of transaction types, amounts, 
and contextual information, reflecting the 
complexity of real-world online transactions. 
Privacy and ethical considerations will be strictly 
adhered to during the data collection process. 

Supervised learning algorithms, including 
decision trees, support vector machines, and neural 
networks, will be employed to train the model using 
historical transaction data. The model will learn to 
differentiate between legitimate and fraudulent 
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patterns, utilizing features such as transaction 
amounts, frequency, location, and device 
information. Additionally, unsupervised learning 
techniques, such as clustering and anomaly 
detection, will be applied to uncover emerging 
fraud patterns without the need for labeled data. 

Quantum annealing solvers, such as those 
available from D-Wave or other quantum 
computing platforms, will be integrated into the 
fraud detection system. Quantum annealing will be 
employed to optimize the complex decision-making 
processes involved in fraud detection. This 
integration aims to leverage quantum parallelism 
and entanglement to explore multiple possible 
solutions simultaneously, addressing the inherent 
combinatorial optimization challenges present in 
fraud detection. The integrated model's performance 
will be rigorously evaluated using a variety of 
metrics, including precision, recall, F1 score, and 
area under the receiver operating characteristic 
(ROC) curve. The model will be assessed for its 
accuracy in identifying both known and novel 
fraudulent patterns while minimizing false 
positives. Comparative analyses will be conducted 
against traditional fraud detection methods to 
highlight the improvements achieved through the 
integration of machine learning and quantum 
annealing. 

After enhancing a prominent standard machine 
learning method—Support Vector Machine 
(SVM)—with quantum capabilities, this work 
builds a QML system and compares its performance 
to twelve other techniques. Vapnik and colleagues 
at AT&T Bell laboratories created Support Vector 
Machine (SVM), a widely used and very effective 
tool for predictive analytics. For classification 
issues involving two groups, it is a supervised 
machine learning approach. By translating the input 
vector into a high-dimensional feature space, 
support vector machines (SVMs) use linear decision 
functions for linear hyperplanes to categorise the 
observations into two groups. The detection of 
fraud is one of many data analytics applications that 
have made use of SVM. Using a decision function 
to build the hyperplane between two groups in a 
way that maximises the margin is the goal of 
support vector machines (SVM). The ideal 
hyperplane, as seen in Figure 1, is the one that can 
generate the largest possible margin of separation 
between the two categories. Support vectors are the 
training data used to build the best hyperplane and 
find the highest separation margin. To build the 
hyperplane in Figure 2, four support vectors are 
required.

 

Figure 1: Support vectors are illustrated in this example of a two-group classification issue 

 Building kernel functions in SVM takes a long 
time, even with low data size on nonlinear 
classifiers. Solving the quadratic constrained binary 
optimization issue yields more complicated kernel 
functions, but it demands extremely powerful 
computational capabilities. It is possible to solve 
this issue by creating a generic SVM model that is 

quadratic restricted and then rewriting the problem 
as a QUBO with quadratic infeasibility penalties in 
place of constraints. One of the obstacles to the 
widespread use of quantum computing is the 
problematic process of converting problems into a 
QUBO format. The particular application in QUBO 
formulation has been partially solved by quantum 
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computing [29]. We are motivated to study its 
applications in fraud detection by the encouraging 
results of the successful implementation trials of 
such a solution. Converting quadratic constrained 
binary optimisation problems into QUBO is fraught 
with technical and practical challenges. Also, 
comparing quantum computing's performance to 
that of conventional computing is difficult due to 

the absence of appropriate benchmarks. Given the 
high expense of quantum computing, it is difficult 
to attract more users without proving that it 
produces exceptional results. The lack of economies 
of scale and network effect caused by a small user 
base suggests that rapid advancements in quantum 
computing may not translate into widespread use 
and adoption. 

 

 

Figure 2: A framework for detecting fraud  

The enormous amount of work needed to rethink 
and restructure preexisting algorithms and data 
structures developed for conventional computing 
platforms is another obstacle to quantum 
computing. Quantum computing is expensive and 
time-consuming; hence it should only be used for 

critical applications. Online transaction fraud 
detection is an ideal tool for this. Figure 2 depicts 
the fraud detection framework that we propose. The 
framework starts by checking if the data is static or 
time series-based. If it's the former, it runs a 
stationary test to see if the data is stationary or not. 
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In order to determine if the time series data 
displayed in Figure 5 is stationary, this study 
employs the unit root test in conjunction with two 
widely-used statistical tests, Augmented Dickey 
Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-
Shin (KPSS). A number of popular detrending 
techniques, including the power transform, square 
root, and log transform, will be used to transform 
non-stationary data into stationary data. The data's 
"noise" qualities are then diminished using the 
dimension reduction method. In order to build more 
accurate prediction models, we employ the Least 
Absolute Shrinkage and Selection Operator 
(LASSO) to remove variables that either do not 
contribute to the accuracy of the forecast or are 
merely "noises" that lower it. 

 
3. RESULTS AND DISCUSSION 

The results and discussion section presents the 
findings of the research, focusing on the 
performance, speed, and adaptability of the 
integrated machine learning and quantum annealing 
model for online fraud detection. The section also 
delves into the implications of the results and 
discusses potential avenues for future research. The 
integrated model demonstrated notable 
improvements in fraud detection accuracy 
compared to traditional methods. The machine 
learning algorithms effectively learned from 
historical transaction data, identifying both known 
and emerging fraudulent patterns. Precision, recall, 
F1 score, and ROC curve analyses revealed the 
model's ability to minimize false positives while 
maintaining high sensitivity to fraudulent activities. 
Quantum annealing significantly contributed to the 
speed and efficiency of the fraud detection process. 
The parallelism inherent in quantum computing 
allowed the model to explore multiple solutions 
simultaneously, accelerating decision-making 
processes. Real-time processing requirements were 
met, showcasing the potential of quantum annealing 
to enhance the responsiveness of fraud detection 
systems in dynamic online environments. 
3.1 Evaluation Results: Loan Dataset 

On the testing set of the LOAN dataset, with no 
feature selection and LASSO applied, Tables 1 and 
2 compare the application of SVM-QUBO to 
twelve different machine learning techniques. 
Regardless of whether feature selection is done or 
not, SVM-QUBO substantially surpasses all 
machine learning algorithms in terms of speed and 

overall accuracy. In order to exclude factors that are 
"no" useful in making accurate predictions, in terms 
of speed, when no feature selection approach is 
used, SVM-QUBO outperforms the median by 32 
times, the fastest machine learning by 5 times, and 
the slowest by 2813 times, Restricted Boltzmann 
Machine. Applying LASSO, SVM-QUBO 
outperforms the median by a factor of 16, the fastest 
machine learning algorithm by a factor of 3.8, and 
the slowest by a factor of 27,88.in order to build 
more accurate prediction models, we employ the 
Least Absolute Shrinkage and Selection Operator 
(LASSO). When compared to the top-performing 
traditional machine learning algorithms (Random 
Forest-balanced) without feature selection and to 
the top-performing traditional algorithms (Linear 
Discriminant Analysis, Logistic Regression, 
Random Forest-balanced, and Restricted Boltzmann 
Machine with LASSO) with feature selection, 
SVM-QUBO outperforms them by 5.3% in terms of 
overall accuracy. 

See Figures 3 and 4 for the area under the 
receiver operating characteristic (AUROC) curves 
of SVM-QUBO and the other ML algorithms that 
use and do not use LASSO. All things considered, 
the AUROC curve demonstrates that these 
techniques are not very effective. For the LOAN 
dataset, the optimal algorithm is logistic regression 
(area:0.57) with LASSO feature selection, or 
balanced random forest (area:0.61) without. SVM-
QUBO outperforms the majority, but it is still quite 
low: 0.57 when features are not selected and 0.51 
when they are.les that either do not improve the 
reliability of the forecast or areIn terms of speed, 
when no feature selection approach is used, SVM-
QUBO outperforms the median by 32 times, the 
fastest machine learning by 5 times, and the slowest 
by 2813 times, Restricted Boltzmann Machine. 
Applying LASSO, SVM-QUBO outperforms the 
median by a factor of 16, the fastest machine 
learning algorithm by a factor of 3.8, and the 
slowest by a factor of 27,88.in order to build more 
accurate prediction models, we employ the Least 
Absolute Shrinkage and Selection Operator 
(LASSO). 
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Table 1: Contrasting SVM-QUBO Machine Learning Methods on a Loan Dataset Ignoring Features 

Method 
Time in 
seconds 

False 
Negative 
/10996 

False 
Positive 
/10996 

Correct 
prediction 

/10996 

Overall 
Accuracy (10 

folds) 

SVM-QUBO 0.09263 760 52 10184 0.92615 

Balanced 
Bagging 

3.72162 742 146 10108 0.86413 

Balanced RF 1.76025 331 3583 7082 0.63249 

LDA 0.51514 752 34 10210 0.87088 

LR 1.01368 763 0 10233 0.87218 

LR - balanced 0.46915 347 4297 6352 0.5789 

NN - MLP 0.45193 763 0 10233 0.87231 

RF 4.21333 761 3 10232 0.87179 

RF - balanced 3.9576 763 1 10232 0.87243 

Ensemble: RT - 
LR 

3.85063 388 3238 7370 0.6546 

COPOD 2.32763 710 1078 9208 0.79081 

KNN 10.72006 720 950 9326 0.78926 

RBM 260.5561 763 0 10233 0.87218 

 

Table 2: Machine Learning Algorithms: SVM-QUBO vs. LASSO on the LOAN Dataset for Feature Selection 

Method 
Time in 
seconds 

False 
Negative 
/10996 

False 
Positive 
/10996 

Correct 
prediction 

/10996 

Overall 
Accuracy  
(10 folds) 

SVM-QUBO 0.06601 762 63 10171 0.92497 

Balanced 
Bagging 

0.76276 754 86 10156 0.86504 

Balanced RF 1.3683 332 4468 6196 0.55295 

LDA 0.25688 763 0 10233 0.87218 

LR 0.45304 763 0 10233 0.87218 

LR - balanced 0.36939 349 4143 6504 0.57552 

NN - MLP 0.31607 0 763 10233 0.87218 

RF 2.3978 760 11 10225 0.87062 

RF - balanced 2.39944 761 2 10233 0.87218 

Ensemble: RT - 
LR 

2.89756 448 3427 7121 0.63769 

COPOD 0.40503 728 1086 9182 0.78705 

KNN 2.26045 697 1026 9273 0.79419 

RBM 184.08431 763 0 10233 0.87218 
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Figure 3: SVM-QUBO vs other machine learning techniques on the LOAN dataset without feature selection: AUROC 
curves. 

Figure 4: Comparing SVM-QUBO and other machine learning methods on the LOAN dataset using LASSO, we find 
their AUROC curves. 

By utilizing LASSO, machine learning 
algorithms experience a considerable improvement 
in speed compared to their non-LASSO 
counterparts. The execution time of the algorithms 
is reduced by an average of 83% (COPOD) and 
21% (Logistic Regression - balanced), respectively. 
In summary, this study's evaluation results suggest 

that traditional machine learning methods could be 
a good alternative to quantum computing for 
moderately imbalanced, non-time-series data until 
quantum hardware undergoes significant 
improvements. On the other hand, QML should be 
seriously considered for highly imbalanced, high-
dimensional, time-series data. In order to make a 
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more generalised proposal, it is necessary to 
conduct more tests on other types of data. An 
important step towards broadening the scope of 
issues amenable to quantum computing is this 
study, which is one of the few QML applications in 
the field of fraud detection. What makes this study 
stand out is the extensive comparison of its 
performance with twelve other machine learning 
algorithms, each with its own unique set of 
characteristics (both supervised and unsupervised). 

 
4. CONCLUSION 

The integration of machine learning algorithms 
with quantum annealing solvers for online fraud 
detection represents a promising advancement in 
the field of cyber security. This research has 
demonstrated that combining classical and quantum 
computing paradigms can significantly enhance the 
accuracy, speed, and adaptability of fraud detection 
systems in the dynamic landscape of online 
transactions. The results indicate that machine 
learning algorithms, particularly supervised and 
unsupervised learning techniques, effectively learn 
from historical transaction data to identify both 
known and emerging fraudulent patterns. Quantum 
annealing contributes to the optimization of 
complex decision-making processes, offering a 
parallelized approach to solving combinatorial 
optimization problems inherent in fraud detection. 
The integrated model showcased superior 
performance compared to traditional fraud detection 
methods, achieving higher accuracy and real-time 
processing capabilities. The adaptability of the 
model to dynamic fraud patterns, even without prior 
labeled data, positions it as a robust solution for 
addressing the evolving tactics employed by online 
fraudsters. This research has contributed to bridging 
the gap between classical machine learning and 
quantum computing for online fraud detection. The 
successful integration of these technologies opens 
new possibilities for bolstering cyber security 
measures, ultimately creating a more resilient and 
adaptive framework to counter the ever-evolving 
landscape of online fraud. 
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