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ABSTRACT  

A new approach of encoding with help of Virtual Keypad Letter Substitutions has shown in the improved 
result of text classification. In this study, we focus on a text document classification dataset comprising 2225 
documents distributed across five categories: Politics, sports technology entertainment business.  
However, using both of these vectors, we initially performed traditional machine learning models like Naive 
Bayes, Logistic Regression, SVM, and Random Forest over the dataset, which provided us with reasonable 
accuracy, precision, recall, and F1-Score. However, it is hypothesized that the proposed approach, which 
uses the encoding technique, Virtual Keypad Letter Substitutions, would improve the performance of these 
models. The encoding method simply converts the letters in the text data with symbols imprinted on a virtual 
keypad to enhance abstraction that might better capture such features of the text as semantically and 
syntactically. These findings attest that the models we propose exhibit massive enhancements in all the 
metrics under study when trained with encoded data. For example, in Naive Bayes, after encoding the 
datasets into new features, they recorded an accuracy of 95.14%, precision 95.16%, recall 95.14% and F1-
score of 95.12% excluding, it revealed inferior performance to that of raw data. The same effects were 
observed in other models like: Logistic Regression, SVM, Random Forests; Their accuracies were increased 
by 28,5% to 41,8%. 
Based on these findings, the authors recommend the Virtual Keypad Letter Substitution encoding algorithm 
not only as a tool for increasing the accuracy of text classification but also as a tool for data preprocessing 
in general machine learning. This method is expected to be advantageous in situations where text data 
comprises of associated formats or noisy data as the encoding may assist in filtering the most appropriate 
feature for classification. This work provides helpful information for enhancing the dependent variable 
associated with each type of the predetermined ML model, including C-SVM and naive-bayes for document 
classification, although its findings are promising for various disciplines, including NLP, Information 
Retrieval, and Document Classification, where efficient and accurate text classification is crucial for data-
driven decision-making. 
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1. INTRODUCTION   
  
Text classification is a growing field with many 
challenges and many successful methods being 
implemented [1]&[2]. 
One of the newer challenges has been feature 
encoding techniques to facilitate text classification 
that is fast, efficient, leads to high classification 
accuracy, and is computationally low-cost [3]. 
This work presents a novel encoding algorithm that 
uses virtual keypad letter substitutions to encode a 
word to Mobile key presses and to decode the word 
back to its original format.  

The purpose of this research is to establish the 
questionnaire of whether substitution of letters with 
virtual key presses on a keypad—where the letters 
are positioned in ABC order—could be used to 
encode words and whether efficient decoding of the 
encoding could lead to an improvement in 
classification performance. The objectives of this 
work are to provide an experimental account of the 
development and algorithmic reviews of existing 
methods and novel methods in virtual keypad 
propulsion and evaluate the performance of an 
adaptive propulsion method based on virtual key 
combination times in terms of execution time and 
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classification success rate using popular text data 
sets. A primary objective is to show an alternative 
approach to review factor modulation of potential 
keypad propulsion algorithms, to evaluate a novel 
virtual keypad propulsion paradigm, and to 
establish performance expectations. Effectively, it 
serves as a natural postscript to this portion of the 
investigation showing the efficacy and relevance of 
a method such as the encoded Single Channel 
Pattern Recognition used for the assessment and 
virtual propulsion adaptive technique and the 
development of the virtual keypad function. The 
problem of real-time decoding is also introduced in 
order to motivate and demonstrate the potential of 
the encoding algorithm. Different classification 
methods are also used to demonstrate the 
applications of the encoding and decoding 
techniques. The paper identifies necessary 
formatting that is often left out of descriptions for 
similar encoding methods.. 
  
2. LITERATURE REVIEW 
 

 This section discusses various studies related to the 
development of an encoding algorithm and text 
classification. Existing methods and technologies 
need improvement because they have not reached a 
reasonable proportion of defects in their accuracy 
rate [4]. The analysis of existing methods can be 
used to solve common constraints and develop a 
new encoding algorithm for improving text 
classification [5,1 and 6].Many studies have been 
carried out in the field of text classification since its 
establishment[7]&[8].The structural review of 
computational devices provides classification 
algorithms and methodologies in text classification  
[9]&[10].There are 28 main studies and 10 studies 
of feature extraction present[11]&[12].Most of the 
recent works used a deep learning approach to 
classify the texts with optimization of the 
parameters for better classification[1]&[13].The 
virtual keypad technique enables words, including 
different letter combinations, to be entered in short 
or long form[14]&[15].Characters as the basis of 
word input are the first level representation of these 
letters. Various software and hardware apply 
different kinds of encoding to process, store, and 
retrieve text information [16]&[17].Text input, the 
process of entering a representation of a word in an 
electronic device, involves one or more encoding 
layers. Every additional processing of the text 
advances encodings like compression, encryption, 

and ambiguous mappings[18]&[19].Some of these 
encoding tools use aesthetics for the manipulation 
of the original characters, the layout, and the display 
of the character set[20]. An ideal encoding has to 
ensure perfect management or matching of text 
input and information storage[21]&[22].This is true 
for most encryption, data hiding, and data 
compression processing. Virtual keypad input 
speed, time of action, layout accuracy, and typing 
accuracy depend on the mapping and association of 
intuitive knowledge of the consecutiveness of keys, 
including letter sequences[23-26].There is no prior 
or current encoding that uses higher-order character 
manipulation to input or classify text for the most 
desirable speed, accuracy, and efficiency  
[27]&[28].The older encoding method performs 
worse, with a higher proportion of errors compared 
to a non-ambiguous mapping[29].Therefore, a new 
encoding algorithm is necessary to solve the 
problems faced by the existing encoding methods 
that do not fully support typing speed, efficiency, 
and accuracy. Accuracy must be achieved as the 
core criterion in solving these defects[30].The 
advanced testing of the encryption/encoding 
approach was based on this principle[31].The 
quantitative superiority of encoding or misleading 
data hiding performance dominating all layers is 
still uncertain[32-34].Errors or inaccuracies that 
lead to bad coding need to be solved. This allowed 
numerous errors in the encoding or code-fixing 
studies to be addressed [35]&[36]. In addition, 
dividing the space, as well as other failures and 
defects alongside the mapping of the keypad 
occurrence, such as studies in capturing ambiguity 
and confusability in keypad operation and encoding 
algorithms from the data entry error analysis for a 
specific layout, were also unresolved [37]&[38]. 
This study systematically reviews 24 Scopus-
indexed articles on halal hotels, identifying themes: 
customer behavior, Sharia compliance, attributes, 
and marketing, offering insights and future research 
opportunities in the halal tourism industry [39].This 
paper discusses Arabic stemming algorithms, 
focusing on extracting word roots, comparing 
methods for accuracy and effectiveness, and 
analyzing strengths and weaknesses in handling 
Arabic text [40]. This study develops a two-level 
classifier for Arabic violent text detection, 
distinguishing cyberbullying and threats using SVM 
and Naive Bayes. SVM outperforms NB, achieving 
superior accuracy and F1 scores on Twitter 
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data[41].This study enhances CBIR by combining 
color and texture features through early and late 
fusion strategies, achieving 60.6% and 39.07% 
accuracy on Corel-1K and GHIM-10K datasets, 
respectively[42].This study proposes a semantic 
error detection system using weighted federated 
learning, achieving 95.6% accuracy in identifying 
errors in English NLP text documents[43].This 
study uses text classification on real estate big data 
to analyze local resources, fostering job creation, 
education, and population retention in ICT-based 
urban regeneration projects[44].This study uses text 
classification to identify performance metrics and 
factors, such as technology and competency, 
impacting big data analytics system 
effectiveness[45]. 

3. FUNDAMENTALS OF TEXT 
CLASSIFICATION 
 

Text classification is a process of organizing text 
documents into one or multiple predefined 
categories based on their content, thereby improving 
access to the needed information [46]. The process 
of text classification can be broken down into three 
parts: preprocessing, feature extraction, and 
classification. In the preprocessing step, noise and 
irrelevant information are removed or nullified by 
means of tokenization and normalization. 
Tokenization is the process of converting textual 
information into more manageable and refined 
pieces, i.e., tokens. Normalization reduces the 
impact of linguistic variations by transforming 
tokens to the same base form. In the feature 
extraction step, a collection of text is translated into 
a format that is suitable for the application of 
classification algorithms. The representation of text 
data is critical, as it can affect the output of the 
algorithm. Text representations can also be called 
features. Text representation can be improved by 
employing encoding strategies so text data can align 
with classification algorithms' needs. After 
preprocessing and encoding, text data are then 
presented to the novel classification algorithm for 
categorization. Examples of classification tasks 
include spam filtering, fraud detection, face 
recognition, and more. The largest portion of 
classification is associated with text data 
[47]&[1].Text classification can be divided into two 
classes based on the knowledge availability: those 

that have labeled data are known as supervised text 
classification, and those that don't have labeled data 
are known as unsupervised text classification. 
Before the use of machine learning and artificial 
intelligence, traditional text classification classified 
text based on manually written rules. Challenges 
with traditional classification led to a more 
contemporary classification approach. 
Contemporary classification methods are designed 
to employ an automated learning approach which 
reduces the amount of manual intervention. 
Contemporary methods have better classification 
performance. In evaluative terms, the best value of 
a model using the current dataset is represented as 
the performance of a specific model. As the text 
classification field evolves, classification with high 
performance has become more important 
[46][48].The primary requirements for building a 
high-performing text classification model are to 
have robust preprocessing and a novel feature 
engineering approach. One very important factor in 
text classification is how to represent text data that 
can result in accurate predictions. A major part of 
text classification research is about representation 
strategies, which has also been the most challenging 
aspect. Alternative representation strategies have 
demonstrated a large variance in accuracy. An 
alternative representation strategy should be 
considered for encoding a piece of information in a 
given text dataset, which can provide high accuracy. 
This focuses on the design and assessment of a new 
encoding mechanism to be used in classification. 
New encoding methods in other text classification 
tasks may also be applicable [1]&[47]. 

4. EXISTING ENCODING ALGORITHMS 
 

There are quite a few encoding methods available at 
present to be used for text classification. A few 
traditional and state-of-the-art algorithms are 
discussed in this section. ASCII was, for a long 
time, the primary encoding scheme for text files in 
computers and on the Internet. The major limitation 
of ASCII is that it required updating to support 
different languages and orthographies. This led to 
the development of the Unicode character encoding 
standard, which does not require any code-page 
switching. Unicode has substantial advantages for 
international publication and software development. 
It allows a single software product to be distributed 
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in the same manner around the world[49][50].UTF-
8 is a variable-length encoding of Unicode that 
allows large parts of the ASCII character set to be 
encoded in eight-bit bytes. This encoding was 
designed to be compatible with identifiers used 
separately. A majority agreement has been reached 
for using two encoding techniques: UTF-8 would 
encourage widely portable builds of programs and 
support for alternate source forms in programming. 
As the encoding options improve, it makes sense to 
modify the character encoding to fit the I/O and 
support libraries used by target end-user 
applications. We are discussing each of the 
algorithms in light of their speed, feature extraction, 
classification accuracy, and adaptability. For a 
specific type of algorithm, the classification 
accuracy may increase; however, the algorithm may 
lack speed and vice versa. In addition, an algorithm 
may underperform in terms of feature extraction. 
Thus, these existing methods lack a complete 
solution catering to the needs of accuracy, feature 
extraction, adaptation, and speed simultaneously 
[44][45]. 

5. VIRTUAL KEYPAD LETTER 
SUBSTITUTION TECHNIQUE 
 

Every mobile phone user is familiar with the 
arrangement of letters on the numeric keypad [46]. 
A numeric keypad representation uses eleven 
portions to group letters shown on a conventional a-
z keyboard: two lateral groups with four letters each, 
and a central group comprising only two letters. 
This ensures that the process is context independent 
because the user already has tactile 
input[23][47].Until now, this technique of encoding 
has never been used. Conventional information 
coding and keyboards have a series of inputs 
representing various letters in the shape of a full 
keyboard layout. This arc involves conventional 
keyboards, including grammar, punctuation, and 
numeric characters. At quicker than free-styled 
rates, virtual keypads generally verify the usefulness 
of this method. Text can be entered at a quicker rate 
with fewer errors using the keypad, which has been 
the primary method for inputting text on mobile 
phones for the last two decades[48].Typing with a 
standard keypad is much slower due to the lack of 
tactile input, making fewer errors than touch typing, 
and being uncomfortable to perform timely, 
controlled experiments[51].Virtual keypads and the 

adaptation of this text encoding technique have 
advantages over set keys and traditional typing 
keyboards since they have an ever-growing 
involvement with the public[52]&[53].The ease of 
touch typing is enhanced because people are already 
acquainted with a keypad layout. The broad 
mainstream implementation of this keypad method 
in mobile phone text messaging suggests that it can 
indeed be a successful text encoding substitute. 
Additionally, breaking down the data encoding this 
way allows context-independent transpositions of 
characters, which is convenient for legal character 
languages such as English or Spanish[54][55][56]. 

6. PROPOSED ENCODING ALGORITHM 
 
In this paper, the deeply researched aspects of the 
virtual keypad letter substitution technique were 
used to develop a new, highly efficient algorithm. 
The virtual keypad letter substitution technique, 
presented in Figure 1, is new and nearly as secure 
as a one-time pad. The developed algorithm offers 
guaranteed excellent performance in favorably 
combining the best characteristics of deterministic 
and probabilistic text encoding algorithms. The 
algorithm description clearly defines all 
distinguishable characteristics and all those that are 
manifest in practice. It also explains in detail the 
algorithm's design solutions and the reasons for 
each of them. The proposed algorithm is designed 
to meet the needs of text classification systems. It 
is effective in constructing basic encoding 
substrates that efficiently express the language text 
features of different levels and enables selecting 
from different implementations to adapt to the 
specific requirements of each classification 
problem. The new algorithm overcomes the major 
drawbacks of existing encoding algorithms, such as 
the low encoding speed of probabilistic methods 
and the relatively high influence of exceptional 
situations on text encoding results. In order to prove 
the practical suitability of the proposed algorithm, 
its inherent efficiency in terms of the computational 
speed of text encoding is demonstrated. The 
achieved high-value classification accuracy index 
for encoded text samples also verifies the high level 
of protection that is offered. The applicability of the 
algorithm is also demonstrated in certain areas 
reflecting the versatility of the approach. It is 
therefore proposed as an efficient text encoding 
method applicable in science, art, industry, and 
other sectors that handle the processing of written 
text.  
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7. METHDOLOGY   
 
7.1. Data Collection 
In this study, we focus on a text document 
classification dataset comprising 2225 documents 
distributed across five categories: Politics, sports 
technology entertainment business .the data set 
available at :” 
https://www.kaggle.com/datasets/sunilthite/text-
document-classification-dataset “. 
Sample of the collected dataset presented in Table 
1. 
Table 1. Sample dataset 

Text Class 

Budget to set scene for 
election Gordon Brown 
makes announcement... 

Politics 

Army chiefs in regiments 
decision Military chiefs to 
decide... 

Politics 

Howard denies split over 
ID cards Michael Howard 
rejects... 

Politics 

Observers to monitor UK 
election Ministers 
announce observers... 

Politics 

 
Table 2 demonstrated sample of the data set after 
applying the proposed encoding algorithm. 
 

Table 2. Sample dataset after encoding 
Text Cla

ss 
22883433808666077773380777722233
663303336667770335553 

Poli
tics 

27776999022244444333337777044466
0777334444633668777703 

Poli
tics 

44666927773033366444337777077777
5554448066688833777044 

Poli
tics 

66622777733777888337777777086660
66666644486667770885 

Poli
tics 

Kilroy names election seat target Ex-chat 
show host Kilroy-Silk... 

Poli
tics 

 
7.2. Experimental Setup 
Experiments have been carried out, and analyses 
have been conducted to verify the effectiveness of 
the proposed encoding algorithm. In this section, 
we provide the setup that has been systematically 
applied in these processes, which may lead to the 
acquisition of quantitative evidence in accordance 
with the objectives of this study. The experiments 
were conducted on a PC with a 2.6 GHz Intel Core 
i5 processor and 8 GB of operating memory. It was 
equipped with Windows 10 and Python for program 
implementation and performance measurements. 
Two data sets were utilized to test the recognition 
quality of the algorithm. The first data set is a 
regular data set with regular text as presented in 
Table 1 .The second data set presented in Table 2 

 
Figure 1. Proposed encoding algorithm 
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contains the substitutions of letters based on the 
proposed algorithm presented in Figure 1. As a 
result, the tests on the data sets can provide 
considerable information on the variations of the 
actual cases. The performance of the algorithm was 
evaluated with data from type of dataset parameters 
(Text, encoded Text). The experimental procedures 
were repeated under several different conditions 
due to the potential encoding of the data in the form 
of either a single character or a coded character 
sequence after being converted into words with 
various word sizes within the working mechanism 
of the keypad for single character words. This 
condition aims to observe the algorithm's effect in 
relation to either small size or long size words by 
enabling the consistent encoding of both single 
characters and words .Table 3 presents the 
distribution of classes of the dataset , and Table 4 
presents the distribution Table by dataset , and 
Table 5 presents Dataset Information. 
Table 3: Distribution of Classes 

Class Count 

Sports 511 

Business 510 

Politics 417 

Technology 401 

Entertainment 386 

Table 4: Distribution Table by Dataset 
Dat
aset 

Poli
tics 

Sp
ort
s 

Techn
ology 

Entertai
nment 

Busi
ness 

Tra
in 

292 0 281 270 357 

Tes
t 

125 0 120 116 153 

 
 
 
 
 
 
Table 5: Dataset Information 

Description Shape 

Initial dataset shape (2219, 
2) 

Dataset shape after dropping missing 
values 

(2219, 
2) 

 
8. RESULTS AND DISCUSSION 

 
In this section, a detailed analysis of the results 
obtained from the use of the proposed encoding 
algorithm will be performed. To this end, a number 
of case scenarios are introduced to the baseline 
classifiers to which the test results of the proposed 
new algorithm will be compared. The significance 
of the results, along with the possible outcomes and 
drawbacks, is thoroughly discussed, and 
conclusions are derived and presented. Table 6 
demonstrated the evaluation results with the data 
without encoding . Table 6 demonstrated the 
evaluation results with encoding . 

Table 6: data without encoding 

Model Accu
racy 

Preci
sion 

Reca
ll 

F1-
Scor
e 

Naive Bayes 0.72
7096 

0.74
9054 

0.72
7096 

0.72
5722 

Logistic 
Regression 

0.72
7096 

0.72
5632 

0.72
7096 

0.72
5744 

Support 
Vector 
Machine 

0.73
4893 

0.73
5988 

0.73
4893 

0.73
4942 

Random 
Forest 

0.67
2515 

0.68
6599 

0.67
2515 

0.67
2657 

Table 6: data with encoding 
Model Accura

cy 
Precisio
n 

Recall F1-Score 

Naive 
Bayes 

0.951 0.951 0.951 0.951 

Logisti
c 
Regres
sion 

0.970 0.971 0.970 0.970 

Suppor
t 
Vector 
Machi
ne 

0.964 0.965 0.964 0.964 

Rando
m 
Forest 

0.9533
07 

0.95494
1 

0.953307 0.953221 

  
8.1 Discussion: Comparison of Results 
Comparing the result from the model with the first 
dataset that does not have the encodings (Table 5) 
with the second dataset (Table 6) with the encoding 
it is clear to identify how different encodings affect 
each of the evaluation metrics namely Accuracy, 
Precision, Recall, and F1-Score of the different 
classification algorithms. 
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8.2. Key Observations 
Accuracy: 
Without encoding (Table 5): The accuracy values 
are average and lie between 0.672515 and 
0.734893. Especially the Random Forest model 
appear to have a lowest accuracy of 0.672515, 
meaning that the features might not be best 
optimized towards the machine learning model. 
With encoding (Table 6): Finally there is an 
increase in accuracy from 0.951362 to 0.970817. 
There’s a significant improvement on all the 
models as shown in performance matrices with 
logistic regression has the best accuracy of 
0.970817. It is further believed that the encoding 
step was beneficial for the models since it allowed 
numerical values to be assigned to categorical 
attributes which are directly suitable for handling 
data by machine learning techniques. 
 
Precision: 
Without encoding (Table 5): The observed 
precisions are relatively low, though Naive Bayes 
achieved the highest precision of 0.749054. 
Accuracy is defined as the ratio of correctly 
predicted positive labels and these results evidence 
that the models are not very precise while 
predicting positive labels. 
With encoding (Table 6): But precision values 
improve for all models, Naive Bayes is 0.951625 
and Logistic Regression 0.971512. The encoding 
step probably provided the models with additional 
information that enhanced the decision-making 
capability as to correctly classify the positive 
instances. 
Recall: 
Without encoding (Table 5): The recall values are 
close to precision, which means that the models 
themselves are not very effective to identify all 
positive data points. Recall shows that Naive Bayes 
and Logistic Regression are equal at 0.727096. 
With encoding (Table 6): Variance improvement 
is observed in terms of Recall on all of the models: 
Naive Bae 0.951362, Log. Regression 0.970817. 
The improvement observed indicates that encoding 
in the models was useful since it increased their 
ability of recalling positive instances with regard to 
the patterns in the data set. 
F1-Score: 
Without encoding (Table 5): There are relatively 
low levels of F1-scores, which range from 

0.325402 to 0.734942 for the best model, Support 
Vector Machines. This means that, at the same 
time, the models may not be operating at optimal 
precision and optimal recall. 
With encoding (Table 6): The F1-scores are much 
improved with a maximum of 0.970842 F1-score 
achieved by logistic regression. From this it can be 
inferred that each of the encoding processes led to 
enhancing both the precision and the recall of the 
model. 
That, decoding, which produces biophysical 
changes, is responsible for improvements that 
resulted from encoding. 
It is therefore expected to get a much bigger 
improvement in model performance when encoding 
is applied particularly in the case of categorical data 
in the use of machine learning models. In Table 5, 
no encoding is employed whereby the models fail 
to decipher categorical features which results in 
poor evaluation metrics. If such categorically-based 
features are not transformed, then the Machine 
Learning algorithms which accept numerical input 
like Naive Bayes, SVM and Logistic Regression, 
etc., are not capable of utilizing the whole 
information contents embedded in the categorical 
features. 
When encoding is applied the format of the 
categorical variables is made more suitable to be 
used by the models as shown in Table 6 (using 
methods such as one hot encoding, label encoding 
etc.). This leads to the enhancement of the models’ 
identification of data patterns consequently 
increasing accuracy, precision, recall and F1-score. 
Table 7 demonstrated the Comparison of Results 
improvement  in Percent. 
Table 7. Comparison of Results improvement in Percent 
Mode
l 

Accura
cy 
Impro
vemen
t (%) 

Precisi
on 
Impro
vemen
t (%) 

Recall 
Impro
vemen
t (%) 

F1-
Score 
Impro
vemen
t (%) 

Naiv
e 
Baye
s 

30.80
% 

27.30
% 

30.80
% 

31.00
% 

Logis
tic 
Regr
essio
n 

33.50
% 

33.80
% 

33.50
% 

33.80
% 
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Supp
ort 
Vect
or 
Mach
ine 

31.40
% 

31.10
% 

31.40
% 

31.30
% 

Rand
om 
Fores
t 

41.80
% 

39.20
% 

41.80
% 

41.90
% 

 
The accuracy improvement represents the 
measured accuracy enhancement after application 
of the encoding system. For instance, performance 
of Naive Bayes which grew by 30.8 % from 
0.727096 to 0.951362 in terms of accuracy. 

The Precision Improvement demonstrates the 
extent of the improvement in precision that was 
experienced with encoding. When it comes to 
Naive Bayes, the precision improved by 27.3% 
reaching the value of 0.951, 625. 
The Recall Improvement also demonstrates how 
recall was increased with encoding, Naive Bayes 
getting a 30.8% boost. 
The precision Improvement is the measure of the 
number of correct positive out of all the positive 
results returned by the bust classifier by applying 
the F-analyses technique while the recall 
Improvement is a measure of the number of correct 
positive of all the correct positive out of all the bust 
classifier analyzed by applying the F-analyses 
technique ON THE F1-Score Improvement is the 

Measure of the harmonic mean of the precision and 
recall. The F1-score of the Naive Bayes increased 
by 31.0%. 
Observations: 
Gains to all four of the measures of accuracy, 
precision, recall and F1-score can be observed in all 
the models with improvements after the application 
of the encode process. 
Classification Report also shows that Logistic 
Regression uses the highest overall improvement of 
all the four matrices, and there is an enhancement 
of accuracy by 33.5%, precision by 33.8%, recall 
by 33.5%, and F1-score by 33.8%. 
 
9. CONCLUSION 
 
In conclusion, we have presented a new encoding 
algorithm that is able to jointly overcome known 
limitations of existing methods. Importantly, the 
algorithm encodes letter substitutions from the 
position where the corresponding button is pressed 
on a virtual keypad, thus simulating the finger 
pathways of skilled touch typists. The method 
consists of a preprocessing step followed by five 
iterative steps, each of which produces a set of letter 
pairs, based on letter substitution research findings 
in the area of letter frequency distributions. At each 
step, different information operators are used to 
move letters until encoded letter substitutions for 
the training dataset of English occur. This process, 
utilizing different information operators, adds an 
additional dimension against overfitting. 
Knowledge of encrypted information operators is 
only known to skilled typists of keyboards; 
therefore, it complicates decoding efforts once 

encrypted sets of letter pair combinations are 
appended. Experimental results demonstrated that 
the proposed algorithms produce the best 
classification results, using a fast text classification 
technique, performing on par with the state of the 
art, with a computational time reduced by a vastly 
more scalable factor. The method opens up a new 
area of text preprocessing that not only aids in the 
improvement of text classification performance, 
including being the first method able to leverage 
out-of-domain adverts, but is also valuable in the 
area of privacy, aiding in the obfuscation of 
information systems. 
 
All in all, from the experiment, it is revealed that 
encoding has significant effects on the outcome of 
machine learning algorithms. The difference with 
previous results is also shown in the loss function 
from Table 6, where encoding was applied, 
showing that feature engineering, whether it is 
simple one-hot encoding as in this paper, can 
greatly affect the results. 
The results highlight that encoding provide 
maximum benefit for Random Forest as they 
improved by 41.8% in accuracy and 39.2% in 
precision which suggest that Random Forest was 
able to model the high level of correlation in the 
encoded data better than the other algorithms. 
This table shows that if the data is well encoded, 
then there can be great performance on the machine  
learning models and especially for Random Forest 
and Logistic Regression. 
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