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ABSTRACT 

In today’s knowledge economy, every organization uses the enormous accumulated data for their 
development of business as well as for enhancing customer relationship management. However, most of the 
data produced is unstructured and semi-structured and comprises customers' private data. Data analysis is 
mostly done by a third party to get insights and hidden patterns or information. Preserving the individual’s 
privacy is vital for organizations before analysing it for pattern mining. Because of the proliferation of 
electronic gadgets and technological progressions, the dimension of the collected dataset increases into the 
high dimensional dataset.  This will lead to feature selection, which is a vital preprocessing step for big data 
analytics as a dimensionality reduction technique. Previously, researchers believed that the stability of feature 
selection depends generally on the algorithm but recently confirmed by scientists it depends on the dataset’s 
statistical characteristics. Unstable feature selection results confuse researchers' minds about their research 
conclusions as the selection stability positively correlated with accuracy. Privacy preservation will disturb 
the statistical characteristics of a dataset, which will impact the stability of feature selection and accuracy. 
Hence, privacy conserving big data analytics techniques should protect the sensitive data of individuals with 
better stability of feature selection and accuracy. The research paper evaluates the methods of privacy 
conserving big data analytics and recommends a new reversible privacy conserving algorithm called Scalable 
Reversible Randomization Algorithm (SRRA).  
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1. INTRODUCTION 

Every day we produce massive amounts of 
data because of the revolution of digital devices and 
internet connectivity for most of our daily routine 
work in banks, e-commerce, supermarkets, 
hospitals, etc., resulting in the accumulation of 
mountains of transactional data. Numerous apps on 
our smartphones collect our personal data and 
transactional data, which are in multiple varieties. 
But most of the data formed from these electronic 
devices is in semi-structured and unstructured data 

like videos, text messages, etc., and also unceasingly 
arriving at each and every second. Hence, the 
gigantic accumulated dataset is coined by ‘big data’. 
This accumulated dataset and its concealed 
information and patterns which are extracted by big 
data analytics can be used to improve customer 
relationship management and make strategic 
decisions for the welfare of the business 
organization. Also, the data used for big data 
analytics must be anonymized before it can be used 
for pattern mining.  
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There are numerous privacy issues in the 
healthcare sector and protecting sensitive patient 
data in transit and the data stored in systems is vital. 
The data are generally digitised unstructured data.  In 
today’s big data era of smart healthcare, new 
challenges have arisen to protect the sensitive 
electronic records of patients, and methods like 
blockchain and encryption are used to protect the 
privacy of sensitive clinical data [1].  However, 
implementing big data machinery generates 
openings in clinical decision support systems and 
treatment optimization. The necessary computing 
resources and machine learning algorithms scuffle to 
analyse the big data to get valuable insights from the 
data because of its massive volume and several 
varieties of data.  

Conserving the individual’s privacy is the 
most significant and privacy conserved datasets can 
only be used for big data analytics or other research 
purposes. Data custodians can be social networking 
applications, banks, hospitals, e-commerce sites, 
mobile apps, websites, etc. Safeguarding the privacy 
of the users’ data from the third party involved in big 
data analytics is the accountability of the data 
custodian. Most countries implement stringent laws 
against privacy intimidations. However, lack of 
consciousness among people is the foremost reason 
for privacy breaches. Even though the data is held in 
the public domain, data leakage can be contributed 
by users themselves knowingly or unknowingly. 

Examples of privacy intimidation are 
discrimination, surveillance, personal 
embarrassment, abuse, disclosure, etc. The business 
organization generally uses third parties for data 
analytics, and they map the existing data, in easily 
accessible public domains with records in the dataset 
like region, religion, occupation, zip code, and 
gender to get personal data like monetary value or 
disease, resulting in revelation leading to solemn 
privacy breaches and this is called as linkage attacks 
[2–4].  Most business organizations, including retail 
and e-commerce, expand their business through 
surveillance to improve customer relationship 
management through recommendation systems by 
providing offers to their clientele [5]. Some persons 
get medication and treatment that they don’t want to 
reveal to others, including family members. If the 
medical shop sends a reminder or other offers to the 
person by smartphone, it can be noticed by his/her 
family members, leading to personal embarrassment 
and even abuse [6]. Discrimination which is 
prejudice or disparity towards a person or group of 
persons in a certain area happens when some private 

information of a person or group of persons is 
divulged to a third party. For example, electoral 
result analysis leaked information to third parties and 
people of one area or region were entirely against the 
party that formed the government leading to the 
government ignoring that community or even having 
prejudice over them.  

The advancements of digital devices and 
information and communication technology increase 
the dimension of datasets to many folds. In big data 
analytics, all the columns of a dataset cannot be used, 
and unrelated and/or redundant and noisy columns 
must be eliminated for improved model 
comprehensibility, reduced processing time, 
enhanced accuracy of data analytics results, and 
improved privacy preservation, as the detached 
features may be quasi-identifiers. The answer to the 
‘curse of high dimensionality’ [7] problem is 
dimensionality reduction methods like feature 
selection, as a vital preprocessing step for big data 
analytics. Feature selection is one of the most 
significant and essential data preprocessing steps, 
and is generally used to seek extremely correlated 
features and remove redundant or uncorrelated 
features from a feature set [8–11]. In big data 
scenarios, scalability is a foremost problem, and 
eliminating a massive amount of irrelevant or noisy 
data removes useless data and retains extremely 
correlated data with valuable clues, improving 
processing performance and computational 
efficiency. 

Unstable feature selection results are 
because of trivial perturbations of data in the trial 
dataset, such as adding or deleting a few tuples to the 
dataset row-vice. Or else, it can be column vice 
alteration like the addition of calculated noise to 
feature values for privacy conserving perturbation. 
Stability of feature selection is a crucial area of 
research as unstable feature selection leads to 
untrustworthy research deductions as stability of 
feature selection is directly interconnected with the 
accuracy of data analytics results. For trivial 
perturbations of data, the feature selection algorithm 
chooses different sets of features, which will also be 
mirrored in the accuracy of big data analytics 
outcomes and will lead to confusion in the 
researcher’s mind about his conclusion of research 
findings.  

Privacy preservation methods safeguard the 
individual’s privacy and also the perturbation of data 
to preserve privacy disturbs the statistical 
characteristics of a dataset. The researchers earlier 
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supposed that the stability of feature selection 
typically depends on algorithms rather than the 
statistical characteristics of the dataset. However, 
researchers later determined the stability of feature 
selection generally depends on the statistical 
characteristics of the dataset rather than feature 
selection algorithms [12–17]. Privacy conserving 
perturbation disturbs the characteristics of datasets, 
leads to unstable feature selection outcomes, and 
results in untrustworthy big data analytics result 
accuracy as feature section stability is directly 
interrelated with the accuracy of results. 

Utility metrics are used to assess and 
measure the usefulness of the data in big data 
analytics after privacy safeguarding perturbation. 
The usefulness of the privacy conserved dataset 
depends on the modification in the collective 
statistical characteristics of the dataset, which must 
be small and will be reflected in the data analytics 
outcomes in terms of accuracy or error rate [18]. 
Utility metrics are based on the assessment of the 
usefulness of privacy conserved datasets to the 
original dataset for specific purposes like machine 
learning or data mining. 

Hence, there is a trade-off between 
anonymization or perturbation of datasets for 
privacy conservation, stability of feature selection, 
and accuracy of outcomes of big data analytics. This 
research paper proposes a reversible privacy 
conserving algorithm called Scalable Reversible 
Randomization Algorithm (SRRA) to anonymize the 
dataset with improved privacy preservation, and 
minor effects on change in the statistical 
characteristics of the dataset, leading to better 
stability of feature selection with a lower error rate 
or higher accuracy.    

2. RELATED WORK 

Privacy preservation is typically, of two, 
interactive methods and also in this method the 
dataset is under the control of a custodian called 
PPDM (Privacy Preserving Data Mining). The 
second one is the non-interactive anonymization 
method and also in this method, the dataset is not 
under the control of a custodian called PPDP 
(Privacy Preserving Data Publishing). In PPDM like 
differential privacy techniques, the dataset is under 
the control of the custodian, and the big data analyst 
analyses the dataset. The PPDP methods like 
generalization, bucketization, perturbation, 
anonymization (t-closeness, l-diversity, and k-
anonymity), and slicing, and randomization 
methods, the dataset is anonymized and published 

for any research works as it is not under the control 
of a custodian [19]. 

The differential privacy method [19] is 
interactive queries made to a database using a 
randomized response mechanism by adding 
calculated noise to the outcome of the query. This 
method shares data to permit inferences about 
groups of persons while preventing somebody from 
learning information about an individual through a 
rigorous mathematical foundation. It gives strong 
security for sensitive data even if the adversary has 
robust background knowledge, but less data utility 
because of added noise. Because of the three v’s; 
volume, variety, and velocity of big data, the 
differential privacy technique is not appropriate for 
big data.  

The important PPDP methods are slicing, t-
closeness, l-diversity, and k-anonymity. The k-
anonymity method anonymizes the data to eliminate 
re-identification as every quasi-identifier is 
anonymized with a k number of feature values by the 
generalization technique [20–22]. In the k-
anonymity algorithm, the value of k of 10 means 
ensuring 10 blurry tuples when an effort is made to 
recognize a specific individual’s private data. 
However, in the k-anonymity technique, 
homogeneity attacks and background knowledge 
attacks compromise the de-identification of an 
individual’s record. 

The l-diversity method was introduced to 
eliminate the attacks that compromise the k-
anonymity model. There must be l well-represented 
sensitive feature values like disease, marital status, 
and monetary values in each equivalence class, in the 
l-diversity method [23]. Because of the variety of 
data in big data, l-diversity is not possible at all 
times, and implementing l-diversity in big data is 
very complex. The feature disclosure cannot be 
safeguarded when the global distribution of data in 
the dataset is tilted into a few equivalence 
classes. Nevertheless, de-identification is 
compromised by a similarity attack in the l-diversity 
model.  

The t-closeness model is introduced to 
avoid the similarity attack in the l-diversity model. 
An equivalence class is measured to have ‘t-
closeness’ if the distance between the distributions 
of sensitive feature values in the class is no more 
than a threshold of the real skewness of the 
distributed data in the t-closeness model [24].  



 Journal of Theoretical and Applied Information Technology 
15th February 2025. Vol.103. No.3 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
797 

 

Slicing is the model of splitting the dataset 
column-wise or row-wise i.e., splitting feature 
values and/or tuples where extremely correlated 
features are as a group and dissimilar features are 
sliced into different groups [25]. Slicing models are 
more appropriate for big data datasets with high 
dimensionality. Nevertheless, it is very complex to 
implement and also has practical limitations. 

The randomization method adds calculated 
noise to the particular feature values [26]. 
Randomization methods have disadvantages in big 
data due to processing time efficiency and reduction 
in data utility, i.e., the accuracy of outcomes of big 
data analytics. The randomization method can be 
applied in the preprocessing step itself and then it 
eliminates anonymization overhead. 

Cryptographic methods such as secure 
multiparty computation (MPC) and homomorphic 
encryption are used to encrypt the data before the 
transfer of it for data analytics [27]. In this method 
of secure multiparty computing, multiple parties can 
analyse the dataset together without revealing their 
data. In this technique, data utility is considerably 
reduced by the application of encryption. Also, it is 
not easy in the big data scenario to encrypt all data.  

All the privacy conserving methods like 
slicing, t-closeness, l-diversity, and k-anonymity 
have been practiced for a long time, but in the big 
data era, their applications have practical 
complications resulting in processing overheads 
because of the enormous volume, several varieties, 
and continuous velocity of arriving data. The tools 
for big data like Hadoop, MapReduce, Pig, and 
Spark work on distributed parallel processing, 
leading to complications in employing privacy 
conserving methods in terms of scalability and 
complexity. It is practically very complex to 
implement and time consuming in terms of 
processing efficiency and it is very difficult to 
implement these privacy conserving methods in 
terms of scalability and also results in diminution of 
the accuracy of outcomes of data analytics i.e., data 
utility. 

Along with generalization, anonymization 
(l-diversity and k-anonymity), slicing, and a method 
analogous to a one-way hash function called privacy 
view generation are used in the proposed system in 
[28] to safeguard the sensitive data and to avoid 
privacy incursions. In feature partitioning using the 
slicing method, extremely interrelated features are 
sliced as a subset of records. An equivalence class is 

formed for each slice of records and is anonymised 
by k-anonymity. Quasi-identifiers are susceptible to 
background knowledge attacks and hence sensitive 
feature values are l-diversified. However, this model 
is very complex to implement as it is very time 
consuming in big data scenarios leading to increased 
processing time and also data utility drastically 
reduced.  

 The recent developments in privacy 
conserving methods in the big data era are Map-
reduce-based anonymization (MRA) [29], Scalable 
k-anonymization (SKA) [30, 31], improved scalable 
l-diversity approach [32].  The privacy conserving 
big data analytics methods are not effective in terms 
of scalability and applying these methods in big data 
distributed frameworks like Hadoop, MapReduce, 
Pig or Spark is very intricate and time-consuming 
and data utility is considerably reduced. The 
proposed Scalable Reversible Randomization 
Algorithm (SRRA) in this research paper is suitable 
for the distributed parallel processing of big data 
frameworks as it can be applied in the preprocessing 
stage itself and so it is extremely scalable. The SRRA 
is practically not very difficult to implement in big 
data compared the similar methods and also it has 
better privacy preservation along with feature 
selection stability and higher data utility.  

3. PROPOSED SCALABLE REVERSIBLE 
RANDOMIZATION ALGORITHM (SRRA) 

 There will be four types of features in the 
dataset, such as direct identifiers, indirect or quasi-
identifiers, sensitive features, and non-sensitive 
features. Identifier attributes uniquely identify the 
record, like employee ID or social security number. 
Quasi-identifiers are features like date of birth, 
occupation, religion, location, and zip code that can 
be indirectly used for re-identification of a record of 
an individual using linkage attacks. Sensitive 
features are features like disease or monetary values 
targeted by the intruder. Non-sensitive features are 
the features other than the above three types that are 
not sought by the intruder. Identifier attributes are 
generally anonymized before being sent for data 
analytics. Hence, privacy preservation techniques 
should be applied to quasi-identifiers and sensitive 
features to safeguard the privacy of individual’s 
records. 

            The proposed reversible privacy conserving 
algorithm i.e., Scalable Reversible Randomization 
Algorithm (SRRA) is shown in Fig. 1 for numeric 
attributes and in Fig. 2 for non-numeric attributes. 
The reversible algorithm to get the original dataset 
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from the privacy preserved dataset is shown in Fig. 
3. The algorithm uses a randomization technique of 
calculating noise addition. The algorithm is 
applicable for both numeric and non-numeric data 
and hence suitable for big data. If the data is 
categorical or non-numeric, the attribute values are 
converted into equivalent numeric values before 
applying the algorithm. As the characteristics of the 
dataset are related to the stability of feature selection 
and accuracy, the statistical characteristics of the 
dataset have minimal modification because of the 
privacy conserving alteration by SRRA. 

In the k-anonymity technique, quasi-
identifiers are generalized to at least k number of 
alike attribute values for different records in each 
equivalence class.  In the l-diversity technique, 
which is an improved model of the k-anonymity 
technique, the sensitive attributes are at least l 
distinct domain feature values for each equivalence 
class that includes both generalized k number quasi-
identifier values and l distinct sensitive feature 
values to avoid both background knowledge and 
similarity attack. Applying these techniques is very 
difficult and complex in big data scenarios because 
of the huge volume and multiple varieties of data and 
also inefficient due to long processing time, resulting 
in very difficult to implement in big data frameworks 
like Hadoop, MapReduce, Pig, and Spark.  However, 
in the proposed algorithm SRRA, both quasi-
identifiers and sensitive features are anonymized by 
the randomization technique of calculating noise 
addition efficiently with minimal practical 
overheads in the preprocessing stage itself. 

Big data analytics is challenging for 
computational resources in terms of storing and 
processing and also for machine learning algorithms 
in terms of efficiency and performance. If the 
reduced samples are selected by attribute selection 
optimization algorithms such as the Pareto-front, 
particle swarm optimization, ant-colony, and many 
others, their performance in terms of efficiency and 
accuracy of results of the analysis will be the same 
or closer because, with sampled versions, we should 
not be able to outperform the model of the 100% 
data. The privacy conserving alteration by the 
proposed algorithm SRRA is scalable and efficient 
along with better stability of feature selection and 
accuracy results. 

As the proposed algorithm, SRRA is based 
on the randomization technique, it can be applied to 
the preprocessing stage itself, hence, it is highly 
scalable and efficient in terms of processing time for 

big data. At the preprocessing stage, the data are 
collected from different sources and go through data 
extraction, data cleansing, transformation 
procedures, and anonymization of sensitive and 
quasi-identifiers by SRRA to annihilate personal 
identifying information and safeguard private 
sensitive data, followed by feature selection 
dimensionality reduction technique.  

The sensitive and quasi-identifiers of the 
experimental dataset are identified by the 
Information Gain algorithm. The selected attributes 
are perturbed by the proposed Scalable Reversible 
Randomization Algorithm (SRRA) for privacy 
preservation. The application of SRRA in big data, 
which contains numeric and non-numeric data 
converted into definite sizes or formats is suitable for 
the application of feature selection methods. The 
feature selection algorithm applied on the privacy 
conserved dataset, which is an important 
preprocessing step, will select an almost similar set 
of attributes as the privacy conserving perturbation 
does not much affect the statistical characteristics of 
the experimental dataset.  

The privacy preserved dataset is used for 
data analytics to get insights and hidden patterns 
from it. The application of SRRA results in the 
change in statistical characteristics of attribute 
values of the experimental dataset is negligible, 
leading to better stability of feature selection and 
improved data analytics results in terms of accuracy 
and/or error rate along with robust privacy 
preservation of individual’s records. The original 
dataset can be obtained from the privacy preserved 
dataset using a reversible privacy conserving 
algorithm of SRRA. 

 
Input of SRRA: Dataset with Chosen Sensitive 
Feature values and Quasi-identifier Feature values 
 
Output of SRRA: Put on Privacy Conserving 
Algorithm SRRA (Scalable Reversible 
Randomization Algorithm) and return Privacy 
Conserved Dataset with Privacy Conserved feature 
values  
  
1. Select Feature 
2. If the selected feature is not a sensitive feature 

or a quasi-identifier feature value 
3. Do Nought 
4. Else 
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5. If Feature value is Non-numeric Feature go to 
Non-numeric Privacy Conserving Algorithm 
Pseudocode 

6. Else 
7. If Feature is Numeric 
8. Divide the domain values Feature into ranges of 

100 records 
9. For each group of ranges 
10. Allocate Original value of Feature to K  
11. Allocate the value of 1 to J 
12. Allocate the number of digits of K to D 
13. Calculate J multiplied by 10 to the power of D 

and allocate the value to J1 
14. Divide J1 by K and allocate the value to N 
15. If the N value is less than or equal to 0.5 
16. Allocate N value to N1 
17. Else 
18. Assign 1 – N value to N1 
19. Compute N1 multiplied by 10 to the power of D 

and allocate the value to N2 
20. Assign the lowest value of the range to X 
21. Assign the highest value of the range to Y 
22. Add X and Y and assign the result to Z 
23. Divide Z by 2 and roundoff the result and assign 

to M 
24. If the value of K is greater than the M 
25. Subtract the calculated noise value of N2 to M 

and allocate it to K1, which is the privacy 
perturbed value of the numeric feature value 

26. Else  
27. Add the calculated noise value of N2 to M and 

allocate it to K1, which is the privacy perturbed 
value of the numeric feature value 

 
Figure 1: Pseudocode of proposed numerical privacy 

conserving algorithm of SRRA 

 
1. Find all non-numerical values and replace them 

into corresponding numerical values for every 
non-numerical value. 

2. Divide the domain feature values into ranges of 
100 

3. Allocate original value of feature to K  
4. Allocate the value of 1 to J 
5. Allocate the number of digits of K to D 
6. Calculate J multiplied by 10 to the power of D 

and allocate the feature value to J1 
7. Divide J1 by K and allocate the feature value to 

N 
8. If the N value is less than or equal to 0.5 
9. Allocate N value to N1 

10. Else 
11. Allocate 1 – N value to N1 
12. Compute N1 multiplied by 10 to the power of D 

and assign the value to N2 
13. Allocate the lowest feature value of the range to 

X 
14. Allocate the highest feature value of the range 

to Y 
15. Add X and Y and allocate the result to Z 
16. Divide Z by 2 and roundoff the result and 

allocate to M 
17. If the value of K is greater than the value of M 
18. Subtract the calculated noise value of N2 to M 

and allocate it to K1, which is the privacy 
perturbed feature value of the numeric feature 
value 

19. Else  
20. Add the calculated noise value of N2 to M and 

allocate it to K1, which is the privacy perturbed 
value of the numeric feature value 

 
Figure 2: Pseudocode of proposed non-numerical 

privacy conserving algorithm of SRRA 

  
1. Divide the feature domain values into ranges of 

100 
2. The actual value of the privacy perturbed 

dataset is K1 
3. Allocate the value of 1 to J 
4. Allocate the lowest value of the range to X 
5. Allocate the highest value of the range to Y 
6. Add X and Y and allocate the result to Z 
7. Divide Z by 2 and roundoff the result and 

allocate to M 
8. If the value of the feature K1 is less than M 
9. Subtract K1 from M and allocate it to N2 
10. Else 
11. Subtract M from K1 and allocate it to N2 
12. Allocate the value of 1 to J 
13. Allocate the number of digits of K1 to D 
14. Calculate J multiplied by 10 to the power of D 

and allocate the feature value to J1 
15. Divide J1 by N2 and assign the value to N1 
16. Calculate N1 multiplied by 10 to the power of D 

and allocate the feature value to N, the original 
feature value of data 

17. If it is non-numeric feature value 
18. Convert N into corresponding non-numeric 

feature value 
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Figure 3: Pseudocode of proposed reversible privacy 
conserving algorithm of SRRA 

 
4. CONCLUSION 

Privacy breaches result in severe threats to 
the concerned individual. This paper delivers the 
importance of privacy preservation and recent 
progress in privacy conservation methods in big data 
analytics. This paper analyses feature selection in big 
data scenarios and the importance of stability of 
future selection. This paper also proposes a new 
reversible privacy conserving algorithm using a 
randomization technique called Scalable Reversible 
Randomization Algorithm (SRRA) which can be 
applied to both numeric and non-numeric data. This 
algorithm does not affect much on stability of feature 
selection and accuracy and/or error rate as the 
statistical characteristics of the trial dataset are not 
much affected by the privacy conserving 
perturbation. The proposed algorithm is scalable and 
efficient for big data scenarios and provides better 
privacy preservation. 
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