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ABSTRACT 
 

The most common use of image processing nowadays is in the process of improving images. Conventional 
contrast enhancement approaches, which including Histogram Equalization (HE), have shown low 
performance on a wide range of low contrasted image, and are unable to handle various images automatically. 
These issues arise as a consequence of manually defining characteristics in order to obtain high contrasting 
images. In this paper, Fast mask Region and Entropy based Histogram Equalized (FMR-EHE) segmentation 
is proposed. In this research, Entropy based histogram is combined with Fast Mask Region segmentation to 
improve the accuracy of detecting and classification of Rice Plant Diseases. The proposed technique achieves 
many objectives, including keeping contrast, conserving the structural properties of the actual histogram, and 
adjusting the enhancement level. The simulation outputs demonstrate that the proposed method outperforms 
the published methods in terms of Mean Squared Error (MSE), Peak Signal-To-Noise (PSNR), and entropy 
calculation. 
Keywords: FMR-EHE, Histogram Equalization, Mean Squared Error, Rice Plant Diseases. 
 
1. INTRODUCTION 
 

Rice is a significant crop which is grown for food 
in India and has a significant part in the country's 
economy. The output of rice needs to be ramped up 
in order to satisfy this demand. A wide variety of 
rice-specific illnesses are responsible for significant 
losses in crop production every year around the 
globe. The precise and timely prediction of the many 
diseases that might affect rice plants has been a 
significant obstacle for both farmers & researchers 
[1]. Techniques like as image capture, image 
processing, image segmentation, feature extraction, 
and ML are used in the autonomous leaf disease 
detection system used in precision agriculture. The 
farmer may get a prompt and accurate diagnostic of 
the plant illness with the assistance of an advanced 
disease detecting system [2]. 

Agriculture is the primary provider of food, 
clothing, and shelter for a significant portion of the 
world's population. In addition to this, it results in 
the creation of a significant number of new 
employment in the region. Farmers are to blame for 
decreasing crop yields since they continue to use 
agricultural techniques that are centuries old [3]. In 
the realm of agriculture, there has been a significant 
growth in the amount of research conducted on the 
identification of plant diseases through plant pictures 
that are based on machine learning. This might be 

accomplished by using pictures of rice plants (Oryza 
sativa L.) that have been infected [4]. Alterations in 
the conditions of the atmosphere are responsible for 
corresponding shifts in the temperature and 
condition of the soil. The diagnosis of plant diseases 
is an important task that must get priority attention if 
agriculture and the economy are to experience 
productive growth [5]. The detection of plant 
diseases via the use of conventional techniques is a 
laborious task that requires a significant amount of 
effort, time, and specialized knowledge. 

Infections of crops may be discovered and 
detected accurately, which may prevent the rotting 
of harvests. Automatic crop disease identification in 
the wild is a challenging problem for today's 
intelligent agriculture because of the variety of 
symptoms that might be caused by crop diseases and 
the congested environment in which they occur. In 
agriculture, the loss of crop yield owing to organisms 
of living & non-living, known as biotic & abiotic 
stress and disease, accounts for around 22% of the 
total [6]. Farmers have a significant challenge when 
it comes to the detection of these pressures at an 
early stage using just their bare eyes. It is possible to 
identify the pattern and grouping of illnesses at an 
earlier stage by using computer vision technology. 

Scientific in the subject of agriculture that 
focuses on the early diagnosis and diagnosis of plant 
diseases based on photographs of leaf lesions 



 Journal of Theoretical and Applied Information Technology 
28th February 2025. Vol.103. No.4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1270 

 

presents a significant and difficult research 
challenge [7]. Although agriculture is part of the 
primary sources of revenue in India, which provides 
17 % of the overall gross domestically product, there 
is a necessity in the country for research studies of 
this sort to be carried out. Since the beginning of 
human history, agriculture has provided the major 
means by which people have supported themselves 
[8]. Plant diseases are responsible for a significant 
portion of the annual agricultural production losses 
that occur all over the globe. If you want to avoid 
incurring financial losses due to plant illnesses, it is 
essential to maintain the plants' health throughout the 
many phases of their growth and development [9]. 
The importance of agricultural growth in the 
economics of a nation is highly essential and should 
not be overlooked. However, the presence of a 
number of plant diseases is a significant barrier to 
both the pace of crop development and the quality of 
the produce. 

The manual diagnosis of plant leaf infections by 
trained specialists based on visual observations is a 
time-consuming and error-prone process that raises 
concerns about the reliability of the results. The 
problems of time, effort & precision are the targets 
of an automated method, and their purpose is to solve 
these issues [10]. Agriculture continues to play a 
significant role in the economy of Morocco, 
accounting for around 15% of the country's total 
annual domestic product. Disease outbreaks are a 
persistent danger to the agricultural sector and result 
in significant financial losses for the nation. The 
health of plants as well as an accurate and early 
detection of plant diseases is of utmost significance 
for both the well-being of humans and the financial 
well-being of farmers all over the globe. 
 
2 RELATED WORKS 
 

It is very necessary to automate the system that 
detects plant leaf diseases in order to speed up crop 
diagnostics. The mean filtration is used in order to 
remove ambient noise from the signal. Histogram 
equalization is utilized as a means of improving the 
image's overall quality [11]. It contributes to the 
process of determining the limits of the image. K-
Means is the method that is used in order to 
successfully segment the image. Image processing 
methods have recently benefited from breakthroughs 
in CNNs, which have made these methods more 
practical and accurate [12]. According to the results 
of the empirical research, the suggested model is 
able to accurately detect illnesses that affect rice 
plants with an accuracy of 97.3 % during validating 

with 96.3 % during testing, while having a model 
size that is much more compact. 

The IoT and several methodologies based on 
ML have made it feasible to practice intelligent 
agriculture. The objective of this study [13] is to 
provide a methodology for the categorization of 
agricultural photographs in real time. Brown spot, 
bacterial leaf blight, & rice blast are three of the rice 
plant diseases that need to be eradicated in order to 
realize the greatest possible increase in crop yield 
[14]. The area and size of the infected sections are 
used to calculate the form characteristics that are 
taken from them. A new strategy to detecting and 
distinguishing apple leaf disease was developed by 
fusing suggested DWT & color histogram 
characteristics [15]. This approach achieved an 
accuracy of 98.63% in its detection and recognition 
of the illness. 

The temperatures of the air and the soil each play 
unique roles in the development of crops, which may 
also cause illnesses to develop in rice plants. 
Experimentation on image processing with the use 
of machine learning algorithms are carried out in 
order to produce the prototype that is being 
suggested [16]. There is offered here an in-depth 
analysis of the several stages that must be completed 
in order to identify and categorize plant diseases 
using ML and deep learning. There are several 
datasets for plant disease detection that are 
accessible online, and some of them have been 
described [17]. The primary objective of this body of 
work [18] is to put into practice an innovative deep 
learning model for the categorization of agricultural 
diseases. During the phase of data collection, the 
benchmark dataset is used.  

For the sake of item recognition and 
segmentation in this study [19], the PlantVillage 
dataset has been compiled. Data that has been 
tagged, enriched, and augmented has been used in 
the training of the model. There are many different 
algorithms, and they may be categorized according 
to their operating principles, such as edge-based, 
region-based, and combined properties [20]. The 
effectiveness of these algorithms was evaluated 
based on a number of criteria, including the amount 
of time needed, the accuracy, and the degree to 
which it resembled the original image.[21]. 

Therefore, feature extraction strategies are an 
extremely important component of such systems 
[22]. It offers an in-depth discussion on a wide range 
of image characteristics, including color, texture, 
and form, for a variety of illnesses that are prevalent 
in a number of different cultures. For the image of 
performance evaluation, a standard dataset known as 
the PlantVillage Kaggle along with the samples 
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obtained through the use of a drone are used. This 
method is complicated due to the fact that the image 
samples are variable and the conditions under which 
they were captured are diverse [23]. 

The approach that is suggested in this work [24] 
is able to quickly, readily, and reliably identify 
disease occurrence regions, their species, and the 
degree to which the disease has damaged the rice 
crop. This provides a reference for disease 
management that is both timely and effective. The 
study [25] that is being presented investigates 
machine learning techniques for the purpose of 
disease diagnosis in various plant leaves. 
Experiments are performed using benchmark 
datasets provided by Kaggle and Mendeley 
respectively. A look into the future that has the 
potential to be a very helpful and beneficial reference 
for researchers [26] who are active in the area of 
agricultural disease identification. 

A system that is powered by artificial intelligence 
(AI) is described in this study [27] in order to 
identify and categorize the most prevalent illnesses 
that affect guava plants. The efficiency of various 
several ensemble approaches in producing the best 
possible ensemble classifiers. The Plantvillage or 
Taiwan tomato leaf databases were used in order to 
evaluate the precision and resolution of the proposed 
technique in the lab and field environments, each of 
which presented its own unique set of obstacles [28]. 
Thus influenced by this idea, this paper [29] 
proposes a solution to use machine learning for 
identification of the disease in paddy plants. The 
system uses real time dataset obtained from the 
Agricultural Research Institute of Lonavala. 

Chickpea disease is among the plant diseases that 
may affect plants. This disease is caused by fungi. 
The most prevalent forms of chickpea disease in 
Ethiopia, known as Ascochyta blight and Fusarium 
wilt, respectively, have a negative impact on both the 
quality and quantity of crop output [30]. The issue of 
overfitting was addressed by using augmentation, 
and 8391 photos were used for training and 
evaluating the performance of the newly constructed 
model. 
 
3 PROPOSED METHODOLOGY 
 

This section introduces the Fast Mask Region 
and Entropy based Histogram Equalized (FMR-
EHE) segmentation algorithm. Entropy calculation 
is used in three stages: Threshold Value 
Segmentation, Contrast Image Segmentation, and 
Histogram Equalization are all examples of 
segmentation techniques as shown in fig 1. 
 

Figure 1: Overall architecture of FMR-EHE based 
Segmentation 

The initial stage is to segment by Threshold 
Value. In reality, this step is quite useful in 
histogram segmentation and is successful in 
preserving brightness. The previous techniques of 
segmentation have not changed. As a result, the 
number of histogram bins exceeds the maximum 
number of levels and is limited to the threshold. (1) 
and (2) compute the average value: 

𝑇ℎ =  
1

𝑀
෍ ℎ𝑖𝑠𝑡 (𝑛)

ெ

௡ୀଵ

             (1) 

ℎ𝑖𝑠𝑡 (𝑛) = 𝑇ℎ                           (2) 
Where hist(n) are the input & cropped 

histograms.  
 

3.1 Fast Mask Region Neural Network 
 

FMR-NN is a pixel-level image segmentation 
extension of Fast Region Convolutional Neural 
Network (FRCNN). It includes a third branched for 
displaying an object mask across the present 
FRCNN-based sections for classification and 
localization as shown in fig 2.  

Because pixel-level segmentation requires much 
finer-grained connections than boundary boxes, 
FMR-CNN improves the RoI pool layer, allowing 
RoI to be enhanced and more correctly mapped to 
portions of the source image. 

To calculate severe image exposure, a filter is 
used in the second stage. This phase divides the 
changed image into 2 sub-images: under/over 
exposed. The standardised sensitivity value range is 
[0-1]. If this quantity is more above 0.5, the image's 
major region is overexposed; if this quantity is less 
than 0.5, the image's most region is underexposed. In 
both circumstances, contrast enhancement must be 
performed. This value is written as 

 

𝐸𝑥𝑝 =  
1

𝑀

∑ ℎ𝑖𝑠 (𝑛)𝑛ெ
௡ୀଵ

∑ ℎ𝑖𝑠 (𝑛)ெ
௡ୀଵ

                (3) 
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𝑃𝐿𝑜𝑤(𝑘) =
ℎ𝑖𝑠(𝑘)

𝑀𝐿𝑜𝑤
                        (4) 

𝑃𝐿𝑜𝑤(𝑘) =
ℎ𝑖𝑠(𝑘)

𝑀𝑢𝑝
                         (5)  

𝐶𝑙𝑜𝑤(𝑘) =  ෍ 𝑃𝐿𝑜𝑤(𝑘)              (6)

௔

௟ୀ଴

 

𝐶𝑢𝑝(𝑘) =  ෍ 𝑃𝑢𝑝(𝑘)                  (7)

ெିଵ

௞ୀଵ

 

 
Where 𝑁𝐿𝑜𝑤 𝑎𝑛𝑑 𝑁𝑈𝑝 are the no. of pixels in 

images 𝐼𝐿𝑜𝑤 & 𝐼𝑈𝑝.  Individual images are 
subjected to equalization. The transfer functions for 
histogram equalization are as follows: 

𝐹𝐿𝑜𝑤 = 𝑎 × 𝐶𝑙𝑜𝑤                                  (8) 
𝐹𝑈𝑝 =  (𝑎 + 1) +  (𝑚 − 𝑎 + 1)𝐶𝑈𝑝    (9) 

 
 
 

 
Figure 2. FMR-EHE Architecture 

 
 

Algorithm 1: FMR-EHE Segmentation 
Begin  

Choose each individual element of the 
image.  

Analyze each and every image.  
while hist(n) = Th 

do  
removing entropy from the overall 

collection of entropy that is present 
determine the entropy value of the image. 
endif  

endwhile  
end 
Choose each individual histogram element in the 
image. 
     examine  

while hist(n) = Th 
If the level of entropy is at its highest, 

delete the voxel.  
   for every histogram shown in the image 

𝐸𝑥𝑝 =  
1

𝑀

∑ ℎ𝑖𝑠 (𝑛)𝑛ெ
௡ୀଵ

∑ ℎ𝑖𝑠 (𝑛)ெ
௡ୀଵ

 

do 
Determine an estimate for each 

histogram's entropy value in each element 
𝐹𝑈𝑝 =  (𝑎 + 1) +  (𝑚 − 𝑎 + 1)𝐶𝑈𝑝 

endif  
endfor  

endwhile  
end 

 
RoIAlign 

 
The RoIAlign layer's purpose is to correct the 

location misalignment produced by quantization in 
RoI pooling. RoIAlign reduces hash 
quantization.  The floating-point position variables 
in the input are computed via bilinear interpolation 
as shown in fig 3. 
 

 
Figure 3. Feature Map using FMR-EHE 

Entropy is added to evaluate the functionality of 
FMR-EHE. It is some of the measures used to 
determine image quality in order to assess improved 
images.  
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝐼𝑚𝑎𝑔𝑒 =  − ෍ 𝑃(𝑘) log p (𝑘)        (10)

ெିଵ

ெୀ଴

 

Furthermore, entropy is calculated in bits and 
may be used as a criterion of image detail abundance. 
This entropy, known as Shannon Entropy, evaluates 
the uncertainty associated with an image's grey 
levels. The increased entropy indicates that the 
improved image has excellent quality and detail 
richness. 
 
4 RESULTS AND DISCUSSION 

4.1 Performance metrics 
 
The suggested FMR-EHE Segmentation 

model's performance is measured using metrics such 
as True Negative Rate (TNR) and True Positive Rate 
(TPR), and accuracy. 

Accuracy: As shown in equation, accuracy 
improves the accuracy of the classifier's 
categorization. 

TNFNFPTP

TNTP
Accuracy





          (11)

 

TPR: It quantifies the positive samples accurately 
recognized by the suggested FMR-EHE stated in 
equation. 

FPTN

TP
TRP




                        (12)
 

TNR: It quantifies the negative samples that were 
appropriately rejected by the suggested FMR-EHE 
in equation. 

FPTN

TN
TNR




                         (13) 

4.2 Loss Function 
FMR-EHE multi-task loss function includes the 

drop of classification, localization & segmentation 
masks, much as Faster R-CNN. 

𝑒𝑥𝑝_𝑙𝑜𝑠𝑠 =  1/𝑚 ∗  𝑠𝑢𝑚 ቀ𝑒𝑥𝑝൫−𝑦 ∗ 𝑓(𝑥)൯ቁ (14)
 The mask branch creates a m x m mask for each 

RoI and class; K classes in total. As a result, the 
overall output is of size. Because the model is 
attempting to generate a mask for every class, there 
is no rivalry for producing masks among classes. 

4.3 Simulation Results 
 
Following the segmentation procedure, the 

outside section is assessed for feature extraction. In 
reality, even pixels set to zero are taken into account 
when computing feature values that vary greatly 
from the true ones. To address this issue, we 
developed a new technique for generating the feature 
that makes use of the previously computed binary 
mask, enabling us to determine the amount of 
background pixels and eliminate them in the 
histogram & feature computation. Figure 4 shows 
the input image for the proposed FMR-EHE 
segmentation technique. 

 

Figure 4: Rice plant input 
 
Figure 5 shows the estimated entropy for an 

input image after passing it via Threshold Values for 
component identification in input image sequences. 

 

Figure 5: Image using Entropy Estimation 
 
To identify diseases in rice plants by utilizing 

one distinct sample as validity data and the rest k 1 
samples as training data every time. Once the 
estimation of instances indicated by the 
classification models is produced, performance may 
be evaluated by compared it to the true class of 
instances, which in this case is the class suggested by 
the segmentation model. Figure 7 depicts a backdrop 
estimated image for illness identification. Similarly, 
in Figure 8, the highlighted area for disease estimate 
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in rice plant and classified plant disease in figure 9 
and figure 10 calculated MSE value is shown as 
follows. 

 

 

Figure 7: Normalized histogram using FMR 

 

 

Figure 8: Histogram of FMR segmented segments 

 

Figure 9: Classification of Plant Disease 

 

Figure 10. Mean Squared Error 
 
For this specific challenge, characterized the 

occurrences as positive whenever the rice plants 
were impacted by illnesses and computed the 
efficiency value depending on this definition. Since 
accuracy is the more often used statistic, it gives 
equal weight to each class. The approximated 
entropy-based classification involves the calculation 
of proper positive instance categorization. The 
sensitivity value is utilized for this reason. The table 
shows the three times necessary for disease 
segmentation. 

Table 3: FMR-EHE Segmentation Time 

Image 
Dataset    

Size in Pixels Segmentation Time 

1 160 x 210 10.58 

2 210 x 240 12.46 

3 240 x 300 11.82 

4 154 x 220 8.2 

5 220 x 240 12.86 

 
The segmentation frequency evaluated for the 

suggested FMR-EHE with various dataset pictures is 
provided. According to the findings, the suggested 
FMR-EHE has the shortest segmentation time for 
identifying illnesses in rice plants. Table 4 compares 
the TPR determined for the proposed FMR-EHE to 
current approaches. Figure 11 shows a comparison 
of TPR with current approaches. 
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Table 4: TPR analysis for various validations 
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Figure 11: TPR Comparison 

Among known techniques, FRCNN 
outperforms CNN, SVM, KNN, Random Forest and 
RCNN. The suggested FMR-EHE, on the other 
hand, outperforms current approaches. TNR 
comparison is shown in table 5. 

Table 5: TNR analysis for various validations 
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TNR is compared in Figure 12 for proposed 
FMR-EHE with current NN, SVM, KNN, Random 
Forest, CNN, RCNN, and FRCNN. 

 

Figure 12: TNR Comparison 

According to the results analysis, the suggested 
FMR-EHE delivers a greater TNR rate than the 
present approach. According to the comparison 
study, estimating image entropy improves the 
segmentation precision of the proposed FMR-EHE. 
Table 6 compares the accuracy of the proposed 
FMR-EHE to current approaches. Figure 13 depicts 
a comparison of the proposed FMR-EHE with the 
present approach. 

Table 6: Accuracy analysis for several validations 
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Figure 13: Comparison of Accuracy 

The suggested FMR-EHE accuracy evaluation 
is much greater than current methodologies, 
according to the comparison study. The suggested 
FMR-EHE employs entropy to reduce distortions 
and histogram equalization to calculate component 
variation, resulting in increased accuracy of the 
proposed FMR-EHE. Table 7 shows an overall 
comparison of the proposed FMR-EHE with NN, 
SVM, KNN, RF, CNN, RCNN, and FRCNN. 

NN, SVM, KNN, RF, CNN, RCNN, and 
FRCNN yield efficiency of 58.2%, 63.02%, 62.3%, 
69.23%, 75.8%, 81%, and 81.36%, respectively. The 
suggested FMR-EHE, on the other hand, has an 
accuracy value of 84.64%, which is roughly 4% 
higher than the previous approach. Figure 14 depicts 
a comparative examination of the proposed FMR-
EHE in contrast to the existing. 

Table 7: Overall Comparative Evaluation 
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87.69 88 87.6 83.65 

 

 

Figure 14: Overall Evaluation 

The suggested FMR-EHE approach is 
compared to current techniques using greater values. 
The suggested FMR-EHE outperforms current NN, 
SVM, KNN, Random Forest, CNN, RCNN, and 
FRCNN in terms of TPR, TNR, and accuracy. The 
research indicated that the suggested FMR-EHE 
performs better. 

5 CONCLUSION 

The FMR-EHE classification system was 
proposed. In this research, the Entrophy-based 
histogram is combined with FMR segmentation in 
order to improve the accuracy of detecting as well as 
classifying diseases that affect rice plants. The 
method that was provided was successful in 
accomplishing various goals, such as maintaining 
the contrast of the image, preserving the structural 
characteristics of the actual histogram, including 
modifying the enhancement rate. The results of the 
simulation show that the proposed method is 
superior to the conventional approaches with regard 
to Mean Squared Error (MSE), Peak Signal-To-
Noise (PSNR), and entropy calculation. According 
to the results of the analysis, the recommended 
FMR-EHE performs more effectively. 
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