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ABSTRACT 
 

Wireless Body Area Networks (WBANs) play a vital role in healthcare and wearable devices, enabling 
seamless communication and monitoring of sensors attached to the human body. However, efficient routing 
in WBANs faces challenges due to dynamic body movement, constrained energy resources, and mobility-
induced disruptions. To address these issues, this abstract introduces the “Breakthrough Fruitfly 
Optimization-based LEACH Routing Protocol (BFO-LRP).” BFO-LRP leverages the fruitfly-inspired 
optimization algorithm, BFO, and incorporates Nonlinear Hierarchical Decision-Making (NHDM) to achieve 
coordinated and optimized routing decisions. The proposed BFO-LRP aims to overcome data packet delays, 
limited energy resources, and other routing challenges in WBANs, enhancing the performance of the LEACH 
protocol. By employing a hierarchical decision-making approach, BFO-LRP ensures adaptive search space 
exploration, leading to enhanced convergence and efficient exploitation of promising regions. Extensive 
simulations are conducted using the ns3 network simulator to evaluate its effectiveness. The results 
demonstrate that BFO-LRP outperforms conventional routing protocols regarding packet delivery 
performance, reduced delays, and efficient energy utilization, making it a promising solution for routing 
optimization in WBANs. This research advances WBAN technology, providing better healthcare and 
wearable applications support. 
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1. INTRODUCTION  

Wireless Body Area Networks (WBANs), a 
Wireless Sensor Network (WSN) type, have 
emerged as a promising technology for healthcare 
applications. WBANs enable continuous monitoring 
of vital signs, provide real-time feedback, and 
improve the overall quality of patient care. These 
networks consist of small, lightweight, and wearable 
sensors placed on or inside the human body to 
wirelessly collect and transmit physiological data 
[1]. By leveraging context-aware routing, WBANs 
can overcome the unique challenges posed by their 
limited energy resources, dynamic topology, and 
varying traffic patterns, thus enhancing network 
performance and energy efficiency [2]. One of the 
critical challenges in WBANs is the efficient routing 
of data packets from the sensors to the destination, 
typically a sink node or a medical server. Traditional 
routing protocols, such as ad hoc or static routing, 
may not be well-suited for WBANs due to the 
specific characteristics of these networks. However, 
an optimized routing approach is crucial because 

inefficient routing can lead to excessive energy 
consumption, increased transmission delays, and 
high packet loss rates, all of which compromise the 
reliability of patient monitoring and real-time data 
acquisition [3]. 
 

Context-aware routing considers various 
contextual information within the network, 
including the body's physiological state, location, 
and activity levels. This information is crucial for 
making informed routing decisions that optimize 
network performance and conserve energy. In 
WBANs, the body's physiological state plays a 
significant role in context-aware routing [4]. By 
continuously monitoring vital signs such as heart 
rate, blood pressure, temperature, and oxygen 
saturation, WBANs can gather valuable data 
regarding the individual's health status. By 
integrating this information into the routing process, 
the network can prioritize delivering critical data 
during emergencies or abnormal conditions, 
ensuring timely responses and medical 
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interventions. Location awareness is another 
essential aspect of context-aware routing in WBANs 
[5]. By knowing the physical location of the sensors 
and sink nodes, routing decisions can be optimized 
based on proximity. For instance, if a sink node is 
geographically closer to a sensor, the routing 
algorithm can select a shorter path, reducing 
transmission delay and energy consumption. 
Location information can facilitate seamless 
handoffs between access points or relay nodes as the 
patient moves within the network coverage area. 
Activity levels provide valuable context for routing 
decisions in WBANs [6]. By detecting the wearer's 
physical activity, such as walking, running, or 
resting, WBANs can adjust routing strategies to 
optimize energy efficiency. Routing algorithms can 
adjust transmission power, data aggregation, or 
routing paths based on activity levels. For example, 
during periods of low activity, the network can enter 
a sleep mode or reduce the data transmission 
frequency to conserve energy [7]. 
 

To address these challenges, this research 
proposes the Breakthrough Fruitfly Optimization-
based LEACH Routing Protocol (BFO-LRP), which 
enhances the traditional LEACH protocol by 
integrating bio-inspired optimization. The Fruitfly 
Optimization Algorithm (BFO) ensures an adaptive 
search mechanism that dynamically selects energy-
efficient and low-latency routes, while Nonlinear 
Hierarchical Decision-Making (NHDM) further 
refines routing strategies by evaluating network 
conditions in real-time. By leveraging these 
techniques, BFO-LRP optimizes packet 
transmission, enhances energy efficiency, and 
minimizes data packet delays, making it highly 
suitable for WBAN applications. 

 
WBANs, as a type of WSN, offer tremendous 

potential for healthcare applications. Context-aware 
routing addresses the unique challenges WBANs 
face, such as limited energy resources, dynamic 
topology, and varying traffic patterns [8]. By 
considering contextual information, such as the 
body's physiological state, location, and activity 
levels, routing algorithms in WBANs can 
dynamically adapt their decisions to optimize 
network performance and conserve energy. This 
technology can revolutionize healthcare by 
providing personalized and remote monitoring 
capabilities, enabling early detection of health 
issues, and facilitating timely interventions for 
improved patient care and healthcare outcomes [9], 
[10]. 

 

1.1. Problem Statement: 
The problem in WBANs is efficiently routing data 

packets from the wearable sensors to the destination, 
such as a sink node or medical server. Traditional 
routing protocols are not well-suited for WBANs 
due to their unique characteristics, including limited 
energy resources, dynamic topology, and varying 
traffic patterns. Consequently, there is a need for 
context-aware routing algorithms that can make 
intelligent routing decisions based on contextual 
information, such as the physiological state of the 
body, location, and activity levels. By integrating 
this context into the routing process, WBANs can 
optimize network performance and conserve energy. 
Developing effective context-aware routing 
solutions requires addressing several challenges, 
including accurately capturing and interpreting 
contextual information, designing adaptive routing 
algorithms that can dynamically adjust their 
decisions, and ensuring the timely delivery of critical 
data during emergencies or abnormal conditions. 
Furthermore, seamless handoffs and efficient 
resource allocation based on proximity and activity 
levels are essential for enhancing the overall 
performance and energy efficiency of WBANs. 
Solving these challenges will enable WBANs to 
fully realize their potential in revolutionizing 
healthcare by providing personalized and remote 
monitoring capabilities, enabling early detection of 
health issues, and facilitating timely interventions 
for improved patient care and healthcare outcomes. 

 
1.2. Motivation 

The motivation behind developing context-aware 
routing for WBANs stems from these networks' 
unique requirements and potential in healthcare 
applications. WBANs offer the opportunity for 
continuous and personalized monitoring of 
individuals' health status, enabling early detection of 
abnormalities and timely interventions. However, 
traditional routing protocols are not optimized for 
the specific characteristics of WBANs, such as 
limited energy resources and dynamic network 
topology. By leveraging context-aware routing 
algorithms that consider the body's physiological 
state, location, and activity levels, WBANs can 
achieve improved network performance and energy 
efficiency. This, in turn, enables more accurate and 
timely transmission of critical data, enhances the 
reliability of healthcare services, and optimizes 
resource utilization. The development of context-
aware routing in WBANs is motivated by the 
potential to revolutionize healthcare by enabling 
remote patient monitoring, personalized healthcare 
interventions, and enhanced quality of care. By 
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addressing the unique challenges of WBANs 
through context-aware routing, healthcare providers 
can leverage the full capabilities of these networks 
to improve patient outcomes and transform the 
delivery of healthcare services. 

 
1.3. Objective 

Implementing context-aware routing in 
WBANs aims to enhance network performance and 
energy efficiency while addressing the unique 
challenges WBANs pose. The specific objectives 
include: 

 Optimize routing decisions: Develop 
routing algorithms that dynamically adapt 
to the changing context, such as the 
physiological state of the body, location, 
and activity levels, to optimize the selection 
of routing paths. This will improve data 
delivery efficiency and reduce latency in 
WBANs. 

 Conserve energy: Design energy-aware 
routing strategies that consider the limited 
energy resources of WBAN devices. 
Considering the context and adapting 
routing decisions can minimize energy 
consumption, prolonging the network 
lifetime and ensuring continuous 
monitoring capabilities. 

 Prioritize critical data: Develop 
mechanisms to prioritize transmitting 
critical data during emergencies or 
abnormal health conditions. By integrating 
context information into the routing 
process, time-sensitive and vital data can be 
delivered promptly, enabling timely 
medical interventions. 

 Seamless handoffs and resource allocation: 
Implement routing protocols that facilitate 
seamless handoffs as patients move within 
the network coverage area. Additionally, 
consider proximity-based routing decisions 
to optimize resource allocation and reduce 
transmission delays. 

 Enhance overall network performance: 
Improve the overall performance of 
WBANs by integrating context-aware 
routing algorithms that adaptively adjust 
transmission power, data aggregation, and 
routing paths based on the activity levels 
and requirements of the network. 

 
By achieving these objectives, implementing 

context-aware routing in WBANs aims to enable 
reliable, efficient, and personalized healthcare 

monitoring, leading to improved patient care and 
healthcare outcomes. 

 

2. LITERATURE REVIEW 

"E2S-HiRoute" [11] optimizes route selection 
in WBANs to achieve energy efficiency, security, 
and optimal network performance. It employs a 
hierarchical structure that divides the network into 
multiple levels, each responsible for specific tasks 
like routing, monitoring, or security. "HUBsFLOW" 
[12] aims to provide an efficient and seamless 
integration between WBAN devices and the SDN 
controller, facilitating enhanced network 
management and control. The protocol establishes a 
standardized communication interface between 
WBAN devices and the SDN controller, enabling 
dynamic configuration, monitoring, and control of 
WBAN resources. "AMERP" [13] aims to enhance 
the energy efficiency of routing in WBANs while 
considering the mobility of nodes. AMERP utilizes 
the Adam moment estimation algorithm to optimize 
the routing decisions based on energy consumption, 
node mobility, and network conditions. By 
dynamically estimating the moments of the energy 
function, AMERP adapts the routing paths to 
minimize energy consumption and prolong the 
network lifetime. Optimization plays a significant 
role in all kinds of networking-oriented research 
[14]-[42]. 

 
"HBC-TransHW" [43] is designed for WBAN 

applications. HBC-TransHW focuses on optimizing 
the architecture of the transceiver to enable reliable 
and efficient communication through the human 
body. The architecture incorporates specialized 
hardware components and signal processing 
techniques tailored for HBC, minimizing power 
consumption and maximizing data throughput. 
"ORE-WBAN" [44] focuses on achieving the 
optimal balance between reliability and energy 
efficiency in the design of WBANs. The approach 
considers network topology, resource allocation, 
routing protocols, and transmission power control to 
optimize the overall network performance. ORE-
WBAN aims to ensure reliable and seamless 
communication while minimizing energy 
consumption and prolonging the network's battery 
life. "BSPE-WBAN" [45] focuses on developing and 
evaluating efficient broadcast strategies for IEEE 
802.15.4, a popular communication standard for 
low-power wireless networks. It examines different 
broadcast mechanisms and evaluates their 
performance in WBAN environments. BSPE-
WBAN considers network size, channel conditions, 
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energy consumption, and packet delivery ratio to 
determine optimal broadcast strategies.  

 
"BioKey-EESR" [46] focuses on achieving 

energy efficiency and security robustness in key 
establishment processes within WBANs. The 
protocol leverages biometric data, such as 
fingerprints or heart rate variability, to establish 
secure keys between nodes in the network. BioKey-
EESR incorporates energy-efficient algorithms and 
cryptographic techniques to optimize energy 
consumption while ensuring robust security. "Link-
EnergyPref" [47] aims to optimize routing decisions 
by considering both the link quality and the energy 
consumption of the nodes in the network. The 
scheme evaluates the link quality metrics, such as 
signal strength or packet error rate, to determine the 
reliability and stability of the link. It considers the 
energy utilization of the nodes to select energy-
efficient paths. "Fork-Hook Secure Gateway" [48] 
ensures proactive and trustworthy data transmission 
within the network. The policy incorporates 
encryption techniques to protect sensitive data and 
prevent unauthorized access. It utilizes a proactive 
trust ware mechanism that evaluates the 
trustworthiness of data sources and routing paths to 
ensure reliable and secure communication.  

 
"ColorAlloc" [49] optimizes resource 

allocation by leveraging the vertex coloring 
technique. The algorithm assigns a unique color to 
each WBAN, representing its allocated resources, 
such as frequency channels or time slots. By using 
different colors, ColorAlloc ensures that coexisting 
WBANs operate on non-interfering resources, 
minimizing interference and improving overall 
network performance. "CLAKA-BWBAN" [50] 
provides a secure and efficient mechanism for 
binding agreements between WBAN nodes in a 
blockchain environment. Unlike traditional public 
critical infrastructure (PKI) systems, CLAKA-
BWBAN eliminates the need for digital certificates, 
reducing computational complexity and 
communication overhead. The protocol leverages 
the security features of blockchain technology to 
establish authenticated and shared keys between 
WBAN nodes. "CAACA-WBAN" [51] focuses on 
enhancing the security and privacy of WBANs by 
considering the network context and enabling 
anonymous authentication for users. The mechanism 
considers various contextual factors such as location, 
time, and user behavior to adjust access control 
policies dynamically. It provides fine-grained access 
control based on the specific context of the WBAN, 

allowing authorized users to access relevant data and 
services while preventing unauthorized access.  

 
"SimplEBAR-WBAN" [52] focuses on 

simplifying the routing process while ensuring 
energy balance among nodes and considering 
alternative routes for data transmission. 
SimplEBAR-WBAN considers the limited energy 
resources of wearable devices and aims to evenly 
distribute the energy consumption among them to 
prolong the network lifetime. "PriorityBalance" [53] 
optimizes data transmission in WBANs. By 
assigning priorities to different types of traffic and 
efficiently balancing the load among nodes, 
PriorityBalance enhances network performance and 
ensures efficient utilization of resources. The 
approach prioritizes critical health data while 
effectively managing non-urgent information, 
reducing delays, and improving overall system 
efficiency. "InterEffiCare" [54] incorporates 
interference awareness mechanisms to identify and 
mitigate potential sources of interference that can 
hinder data transmission performance. InterEffiCare 
dynamically adjusts data transmission parameters to 
minimize energy consumption while maintaining 
efficient and reliable communication by considering 
channel conditions, traffic load, and interference 
levels.  

 
The "Congestion Control Aware Routing 

Algorithm (CCARA)" [55] objective is to optimize 
energy efficiency and manage congestion within the 
network. The algorithm dynamically adjusts routing 
paths by considering real-time temperature 
measurements to minimize energy consumption and 
steer clear of congested areas. This ingenious 
adaptation helps maintain an efficient flow of data 
transmission. CCARA implements effective 
congestion control mechanisms, enabling the 
algorithm to manage network traffic and prevent 
bottlenecks. "Energy-efficient Harvest-aware 
Routing Protocol (E-HARP)" [56] addresses the 
energy efficiency challenges in WBANs by 
incorporating harvested energy awareness into the 
clustering and routing process. This protocol 
promotes the formation of energy-efficient clusters 
by considering the availability of harvested energy 
from wearable devices. It carefully selects energy-
efficient cluster heads and employs cooperative 
routing strategies to optimize the utilization of 
energy resources and extend the network's lifespan.  
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3. PROPOSED WORK 
 
3.1. LEACH 

LEACH (Low-Energy Adaptive Clustering 
Hierarchy) is a widely used routing protocol for 
WSNs that employs a hierarchical clustering 
approach. The primary goal of this protocol is to 
reduce energy consumption within WSNs.  To 
achieve this objective, the system arranges nodes 
into clusters, where each cluster is led by a 
designated cluster head (CH) responsible for 
facilitating communication with the base station 
(BS). Here's a step-by-step mathematical 
explanation of the LEACH protocol: 
 
3.1.1. Cluster Setup 

Each node in the network decides whether to 
become a CH or a normal node based on a 
probabilistic model. The probability is determined 
using a threshold value, usually set to ensure a fair 
distribution of CH roles across the network. 
Consider a network where p represents the CHs 
percentage. The value of 𝑝 is determined by a 
specific threshold. Consequently, the average 
number of rounds required for a node to become a 
CH can be represented as (1/𝑝). 
 
3.1.2. Cluster Head Selection 

Each network node produces a random number 
between 0 and 1. If the random number generated is 
less than or equal to 𝑝, then the node is a Cluster 
Head (CH) for this iteration. Otherwise, it becomes 
a normal node. The probability of a node becoming 
a Cluster Head (CH) in a specific round can be 
determined using Eq.(1). 

𝑃(𝐶𝐻) = 𝑝/(1 − 𝑝 ∗ (𝑟𝑚𝑜𝑑(1/𝑝))) (1) 

where the variable 𝑟 represents the current round, 
and the term "mod" indicates the modulo operation. 
 
3.1.3. Cluster Formation 

The CHs initiate the process by broadcasting a 
"Join Request" message to the ordinary nodes within 
their communication range. Each ordinary node 
assesses the signal strength and selects the nearest 
CH, subsequently joining that cluster. 

 
3.1.4. Data Transmission 

Each cluster has a CH that takes data from its 
nodes and compresses it if necessary. After that, the 
CHs use multi-hop communication to send the 
compiled data to the BS. The energy consumption 
for data transmission from a CH to the BS can be 

calculated using the distance-based energy model, 
such as the Friis transmission equation. 

 
3.1.5. Rotation of Cluster Heads 

After each round, the CHs switch places to 
keep the total network power consumption constant. 
Each node calculates the probability of becoming a 
CH for the next round using Eq.(2). 

𝑃ᇱ(𝐶𝐻) = 𝑝/ ቀ1 − 𝑝 ∗ ൫𝑟𝑚𝑜𝑑(1/𝑝)൯ቁ (2) 

where variable 𝑟 represents the current round, while 
𝑃′(𝐶𝐻) denotes the probability of becoming a 
Cluster Head (CH) in the upcoming round. 
 
3.1.6. Network Lifetime 

The LEACH protocol optimizes the network's 
lifetime by effectively distributing energy 
consumption across all nodes. The protocol achieves 
enhanced energy efficiency and extends the overall 
network lifespan by employing a cluster-based 
approach and rotating Cluster Heads (CHs). The 
above steps summarize the basic working principle 
of the LEACH protocol. It provides a mathematical 
framework for cluster head selection and formation, 
enabling energy-efficient communication in wireless 
sensor networks. 
 

Algorithm 1: LEACH 

Step 1: Initialization: 
Initialize network parameters, 
distribute nodes randomly, and set 
initial energy levels. 

Step 2: Cluster Setup: 
Divide the network into rounds and 
determine the threshold value for each 
round. 

Step 3: Cluster Head Selection: 
Each node creates a random number; if 
that number is less than or equal to a 
threshold value, that node becomes the 
cluster leader for its cluster. 

Step 4: Cluster Formation: 
Cluster heads broadcast "Join Request" 
messages and normal nodes join the 
closest cluster. 

Step 5: Data Transmission: 
The cluster leaders send Data from 
each cluster to the base station. 

Step 6: Rotation of Cluster Heads: 
After each round, Energy usage is kept 
in check by cluster chiefs recalculating 
their chances of promotion at the end 
of each cycle. 

Step 7: Network Lifetime: 
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The LEACH protocol maximizes 
network lifetime by efficiently sharing 
the energy use load among nodes. 

 
3.2. Nonlinear Hierarchical Decision-Making 

Nonlinear Hierarchical Decision-Making 
(NHDM) involves an iterative process that begins 
with initializing decision variables 𝑥 and 𝑦. The 
leader's problem is solved to find optimal 𝑥, 
considering the potential impact on the follower's 
decisions. The follower's problem is then solved to 
find optimal 𝑦 given the leader's decisions. The 
process iterates until convergence is achieved. The 
final solutions for 𝑥 and 𝑦 represent the coordinated 
and optimized decisions for the leader and follower. 
Connectivity analysis helps understand the 
interdependence and coordination between the two 
levels, leading to more effective decision-making in 
complex real-world problems.  
 

3.2.1. Initialization 
The nonlinear hierarchical decision-making 

process begins by initializing the decision variables 
𝑥 and 𝑦 with initial guesses 𝑥଴ and 𝑦଴. This step sets 
the starting points for subsequent optimization 
iterations. The selection of initial guesses is crucial 
to improving convergence and optimizing the final 
solution. The decision-makers can choose these 
values based on historical data, expert knowledge, or 
random values within reasonable bounds. 
Initialization can be mathematically expressed as 
Eq.(3). 

𝑥 = 𝑥଴ 
𝑦 = 𝑦଴ 

(3) 

 
The choice of initial guesses is crucial as it can 

affect the convergence and quality of the final 
solution. A good selection of initial values can lead 
to faster convergence and improved overall 
optimization performance. Using historical data, 
expert knowledge, or even random values within 
reasonable bounds for the decision variables is 
common. 

 
3.2.2. Upper-Level Optimization (Leader) 

In this step, NHDM solves the leader's 
optimization problem at the upper level of the 
decision hierarchy. The leader aims to optimize its 
objective function 𝑓(𝑥, 𝑦) while adhering to the 
constraints 𝑔(𝑥, 𝑦) ≤ 0. This process involves 
finding the optimal values for the decision variables 
𝑥 while considering the potential responses from the 
follower, represented by 𝑦. Mathematically, the 
leader's optimization problem can be formulated as 
Eq.(4). 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥, 𝑦) (4) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜     𝑔(𝑥, 𝑦)  ≤  0 
where 𝑓(𝑥, 𝑦) represents the objective function of 
the leader, and 𝑔(𝑥, 𝑦) represents the constraints. 
Solving this optimization problem results in finding 
the optimal values for 𝑥, which reflect the leader's 
best decisions while considering the potential 
influence on the follower's decisions. 
 
3.2.3. Lower-Level Optimization (Follower) 

After obtaining the optimal values for 𝑥 from 
the leader's problem, NHDM solves the follower's 
optimization problem at the lower level of the 
decision hierarchy. The follower aims to optimize its 
objective function ℎ(𝑥, 𝑦) while adhering to the 
constraints 𝑔(𝑥, 𝑦)  ≤  0. The follower makes its 
decisions 𝑦 based on the optimal decisions 𝑥 
provided by the leader. The follower's optimization 
problem can be formulated mathematically as 
Eq.(5). 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ℎ(𝑥, 𝑦) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜     𝑦 
∈  𝑎𝑟𝑔𝑚𝑖𝑛 {ℎ(𝑥, 𝑦) | 𝑔(𝑥, 𝑦)  ≤  0} 

(5) 

where ℎ(𝑥, 𝑦) represents the objective function of 
the follower. The constraint 𝑦 ∈
 𝑎𝑟𝑔𝑚𝑖𝑛 {ℎ(𝑥, 𝑦)|𝑔(𝑥, 𝑦) ≤ 0} ensures that y is 
selected to minimize the follower's objective 
function ℎ(𝑥, 𝑦) while satisfying the constraints 
defined by 𝑔(𝑥, 𝑦) ≤ 0. The solution obtained for 𝑦 
represents the follower's best decisions considering 
the leader's decisions 𝑥. 
 
3.2.4. Convergence Check 

Once the solutions for both the leader and the 
follower problems are obtained, a convergence 
check is performed to determine if the optimization 
process has reached a termination condition. The 
convergence check evaluates the difference between 
the current and previous solutions for 𝑥 and 𝑦. If the 
difference is smaller than a predefined tolerance, the 
optimization process has converged, and the 
algorithm stops. Otherwise, it returns to Step 2. The 
convergence check process is provided as Algorithm 
2. 

Algorithm 2: Convergence Check 

Step 1: Compare the current values of 𝑥 and 
𝑦 with their previous values from 
the last iteration. 

Step 2: Calculate the absolute difference 
between the current and previous 
values of 𝑥 and 𝑦. 

Step 3: Check if both differences are smaller 
than a predefined small value 
(tolerance). 



 Journal of Theoretical and Applied Information Technology 
28th February 2025. Vol.103. No.4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1306 

 

Step 4: If both differences are below the 
tolerance, the optimization process 
has converged. 

Step 5: If not, repeat Steps 2 to 4 for the 
next iteration. 

 
3.2.5. Result Analysis 

In this step, the final solutions 𝑥 and 𝑦 are 
analyzed to understand the optimal decisions made 
by the leader and the follower, respectively. The 
objective function values 𝑓(𝑥, 𝑦) and ℎ(𝑥, 𝑦) are 
evaluated to assess the performance of both levels. 
The analysis provides valuable insights into the 
effectiveness of the nonlinear hierarchical decision-
making process and the interactions between the 
leader and the follower. The result analysis process 
is provided as Algorithm 3. 

Algorithm 3: Result Analysis 

Step 1: Evaluate the objective function 
values for the leader and the 
follower using the final optimal 
values of 𝑥 and 𝑦. 

Step 2: Display the resulting objective 
values for the leader and the 
follower. 

Step 3: Analyze the objective values to 
understand the performance of both 
levels in the decision-making 
process. 

Step 4: Assess how the leader's and 
follower's decisions contribute to 
achieving their respective 
objectives. 

 
3.2.6. Connectivity Analysis 

Connectivity analysis studies the interactions 
and information flow between the leader and 
follower levels in the hierarchical decision-making 
process. It involves assessing how changes in the 
leader's decisions (represented by 𝑥) influence the 
feasible space for the follower's decisions 
(represented by 𝑦) and vice versa. Algorithm 4 
expresses the Connectivity Analysis process. 

 

Algorithm 4: Result Analysis 

Step 1: Given the leader's optimal decision 𝑥, 
find the corresponding optimal decision 
𝑦 for the follower using the follower's 
optimization problem. 

Step 2: Assess how changes in the leader's 
decisions, represented by 𝑥, affect the 
feasible space for the follower's 
decisions, represented by 𝑦, by 

comparing the values of 𝑦 for different 
values of 𝑥. 

Step 3: Analyze how changes in the follower's 
decisions, represented by 𝑦, influence 
the feasible space for the leader's 
decisions, represented by 𝑥. 

Step 4: Identify the dependencies and feedback 
mechanisms between the leader and 
follower levels by studying how 
changes in one level impact the other 
level's decision-making process. 

Step 5: Use the insights from the connectivity 
analysis to make more informed and 
coordinated decisions, improving 
overall system performance. 

 
The connectivity analysis is crucial to NHDM, 

as it helps decision-makers understand the 
interactions and dependencies between the leader 
and follower levels. It provides valuable insights into 
how changes in one level's decisions affect the other 
level's feasible space, fostering a coordinated and 
efficient decision-making process. 
 
3.3. Fruitfly Optimization 
 The Fruitfly Optimization (FO) is an intelligent 
algorithm inspired by the foraging behavior of fruit 
flies. Fruit flies have demonstrated remarkable 
abilities in locating hidden food sources through 
their osphresis (sense of smell) and visual systems. 
FOA mimics two significant processes, osmosis and 
vision foraging, to discover food efficiently. It has 
undergone refinements, including dynamic 
modification of individual fruit fly search radius and 
considering geographic coordinates as potential 
solutions within the search area. 
 
3.3.1. Initialization 

In this step, the settings are reset to their default 
values, defining essential FO characteristics such as 
population size, maximum generation, and swarm 
location. Additionally, the parameters ∋௪

௠௔௫ and 
∋௪

௠௜௡ are introduced to modify the search radius. The 
swarm's initial position is determined using Eq.(6). 

∆= (𝜃ଵ, 𝜃ଶ, … . . 𝜃௧) 
𝜃௪ = 𝑍௪ + (𝑂௪ − 𝑍௪) × 𝑟𝑎𝑛𝑑    𝑤

= 1,2, … , 𝑡 
(6) 

where ∆ represents the swarm's initial condition, 𝑡 is 
the number of decisions to be made, 𝑂௪ is the 
position of the swarm in the wth decision variable, 
and 𝑍௪ and 𝑂௪ are the lower and upper limits of the 
nth decision variable, respectively. The term 𝑟𝑎𝑛𝑑 
generates a random number in the interval [0, 1]. 
 
3.3.2. Food Resource Creation 



 Journal of Theoretical and Applied Information Technology 
28th February 2025. Vol.103. No.4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1307 

 

The creation of food resources is a crucial stage 
in emulating the foraging behavior of fruit flies. It 
aims to generate potential solutions (food resources) 
within the search space that the swarm can explore. 
The modification of the search radius ∋௪ is one of 
the significant enhancements in the refined versions 
of 𝐹𝑂. The parameter ∋௪, associated with each 
decision variable, influences the neighborhood size 
in which a fruitfly searches for food. This dynamic 
adaptation of the search radius allows the algorithm 
to effectively balance exploration and exploitation. 
In the early iterations, the search radius is more 
extensive when exploration is essential, enabling the 
swarm to cover a broader search space region. As 𝐹𝑂 
progresses and the solution landscape becomes 
better understood, the search radius is reduced, and 
the swarm concentrates more on exploiting 
promising regions. It considers the highest (∋௪

௠௔௫) 
and lowest (∋௪

௠௜௡) limits of the parameter and the 
current iteration (𝑗) relative to the maximum 
generation (𝑚𝑎𝑥𝑔𝑒𝑛). This ensures that the search 
radius evolves gradually over generations, allowing 
the algorithm to adapt its exploration strategy based 
on the problem's complexity and the search progress. 
 
3.3.3. Odor Concentration Calculation 

Calculating odour concentration for each 
generated food resource is a critical component. 
Odour concentration is a proxy for the quality or 
fitness of a given solution (food resource) within the 
search space. The goal function (𝑔()) plays a central 
role in determining the odour concentration of each 
food resource. The specific form of the goal function 
depends on the optimization problem being solved. 
In the context of 𝐹𝑂, the goal function is designed to 
evaluate the fitness of a solution based on its 
coordinates and other relevant features. Eq.(7) is 
utilized for calculating the odour concentration. 

𝑆𝑚𝑒𝑙𝑙𝑖௦ = ෍ 𝑔(𝑃௦௪)    𝑠 = 1,2, … . , 𝑇 (7) 

where 𝑆𝑚𝑒𝑙𝑙𝑖௦ represents the scent concentration 
(odour concentration) of the 𝑠th food resource. 
𝑔(𝑃௦௪) denotes the goal function evaluation for the 
sth food resource, determining its fitness. Higher 
odour concentration indicates a more promising 
solution, making it more attractive to the swarm 
during the foraging process. Just like fruit flies are 
guided by stronger scents to find food efficiently, 𝐹𝑂 
utilizes odour concentration as a measure to direct 
the swarm towards better regions of the search space. 
 
3.3.4. Swarm Movement 

The movement of the swarm is a fundamental 
process that drives the exploration and exploitation 

of the search space. The primary objective is to guide 
the swarm towards regions with higher odour 
concentrations (promising solutions) discovered 
during the previous steps. The swarm's movement is 
determined by the learning rate (𝛼) and the 
difference between the current position of the swarm 
(𝜃௪) and the position of the best food resource found 
(𝑃௕௘௦௧). The update equation for the swarm's position 
is given by Eq.(8). 

𝜃௪ = 𝜃௪ + 𝛼 × (𝑃௕௘௦௧ − 𝜃௪) (8) 

where the value of w falls between 1 and 𝑡, 𝜃௪ 
represents the position of the swarm in the 𝑤th 
decision variable, 𝛼 is a user-defined parameter 
known as the learning rate, controlling the step size 
of the swarm's update, 𝑃௕௘௦௧ denotes the position of 
the best food resource found by the swarm. 
 
3.3. Breakthrough Fruitfly Optimization 

Breakthrough Fruitfly Optimization (𝐵𝐹𝑂) is 
an enhanced and sophisticated variant of the original 
𝐹𝑂 algorithm. Inspired by the foraging behaviour of 
fruit flies, 𝐵𝐹𝑂 combines the power of 𝑁𝐻𝐷𝑀 with 
𝐹𝑂 to tackle complex optimization problems more 
effectively. 𝐵𝐹𝑂 introduces a hierarchical decision-
making structure that allows for nonlinear and 
adaptive search space exploration, enabling the 
algorithm to achieve breakthrough results in various 
domains. 
 

In the 𝐵𝐹𝑂 algorithm, the optimization process 
begins with initializing crucial parameters, including 
population size, maximum generation, and search 
radius limits. 𝑁𝐻𝐷𝑀 plays a pivotal role in 
influencing the swarm initialization, food resource 
creation, and odour concentration calculation. The 
hierarchical decision-making units guide the 
swarm's movement at different levels of abstraction, 
enhancing exploration and exploitation strategies. 
The food resource creation process in 𝐵𝐹𝑂 is driven 
by 𝑁𝐻𝐷𝑀, resulting in a more refined and adaptive 
search strategy. The lower-level issue is solved using 
standard FO, and the knowledge gained is utilized to 
create optimal solutions for the next lower level. At 
each stage, 𝐵𝐹𝑂 dynamically adjusts the search 
radius and parameters to balance exploration and 
exploitation. 
 
Step 1: Parameter Initialization 

The BFO algorithm is configured in this initial 
step by setting various crucial parameters. These 
parameters include the population size (𝑁), 
representing the number of fruit flies in the swarm, 
and the maximum generation (𝑚𝑎𝑥𝑔𝑒𝑛), indicating 
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the total number of iterations the algorithm will 
perform. Additionally, the extra search radius 
parameters (∋௪

௠௔௫ and ∋௪
௠௜௡) are defined. These 

parameters control the adaptability of the search 
radius in the search space. 
 
Step 2: Swarm Initialization 

At the beginning of each generation (𝑗) in the 
BFO algorithm, the swarm's initial position (∆௝) is 
established. The swarm's position is represented as a 
vector containing the decision variables of the 
optimization problem. The decision variables are 
divided into two groups: p-dimension 
(𝜃ଵ

௝
, 𝜃ଶ

௝
, … . , 𝜃௧೛

௝ ) and q-dimension 

(𝜃௧೛ାଵ
௝

, 𝜃௧೛ାଶ
௝

, … . , 𝜃௧೛ା௧೜

௝ ). Each component of the 

swarm's position is initialized within the boundaries 
defined by 𝑍௪೛

 and 𝑂௪೛
 for the p-dimension and 

𝑍௪೛శ௪೜
 and 𝑂௧೛శ௪೜

 for the 𝑞-dimension. Eq.(9) to 

Eq.(11) represents the swarm initialization process. 

∆௝= 

ቀ𝜃ଵ
௝
, 𝜃ଶ

௝
, … . , 𝜃௧೛

௝
, 𝜃௧೛ାଵ

௝
, 𝜃௧೛ାଶ

௝
, … . , 𝜃௧೛ା௧೜

௝
ቁ 

(9) 

𝜃௪೛

௝
= 

𝑍௪೛
+ ቀ𝑂௪೛

− 𝑍௪೛
ቁ ∗ 𝑟𝑎𝑛𝑑,

𝑤௣ = 1,2, … , 𝑡௣ 

(10) 

𝜃௪೛శ௪೜

௝
= 

𝑍௪೛శ௪೜
+ ቀ𝑂௧೛శ௪೜

− 𝑍௧೛శ௪೜
ቁ

∗ 𝑟𝑎𝑛𝑑,   𝑤௤ 

(11) 

where ∆௝ represents the swarm's position at 
generation 𝑗. 𝜃௪೛

௝  and 𝜃௪೛శ௪೜

௝  are the positions of the 

swarm in the 𝑝-dimension and 𝑞-dimension, 𝑍௪೛
 and 

𝑂௪೛
 are the lower and upper limits for the 𝑝th 

decision variable, 𝑍௪೛శ௪೜
 and 𝑂௧೛శ௪೜

 are the lower 

and upper limits, 𝑟𝑎𝑛𝑑 generates a random number 
in the interval [0, 1]. 
 
Step 3: Food Resource Creation 

To simulate the foraging behavior of fruit flies 
in the search space, 𝑇 food resources are randomly 
generated in each generation (𝑗). Each food resource 
is represented as a pair (𝑃௦

௝
, 𝑞௦

௝), where 𝑃௦
௝ represents 

the swarm's position in the p-dimension and 𝑞௦
௝ 

represents the position in the 𝑞-dimension. A vector 
guides the creation of these food resources Λ௝ =

ቀ∋ଵ, ∋ଶ, … . . , ∋௧೛
, ∋௧೛ାଵ, ∋௧೛ାଶ, … , ∋௧೛ା௧೜

ቁ, where 

each ∋௪ represents the extra search radius parameter 
for the corresponding decision variable. The swarm's 
position is perturbed by a random value between 
[−1, 1] scaled by the corresponding ∋௪ to generate 

each food resource 𝑃௦
௝
, 𝑞௦

௝. Eq.(12) to Eq.(14) are 
utilized in food resource creation. 

൫𝑃௦
௝
, 𝑞௦

௝
൯ = ∆௝ ± Λ௝ ∗ 𝑟𝑎𝑛𝑑 

= 

ቀ𝑝௦ଵ
௝

, 𝑝௦ଶ
௝

, … … , 𝑝௦௧೛

௝
, 𝑞௦ଵ

௝
, 𝑞௦ଶ

௝
, … . , 𝑞௦௧೜

௝
ቁ     𝑠

= 1,2, … . , 𝑇 

(12) 

𝑝௦௪೛

௝
= 𝑝௪೛

௝
± 𝑝௪೛

௝
∗ 𝑟𝑎𝑛𝑑,    𝑤௣

= 1,2, … , 𝑡௣ 
(13) 

𝑞௦௪೜

௝
= 𝑞௪೜

௝
± 𝑝௧೛శೢ೜

௝
∗ 𝑟𝑎𝑛𝑑,   𝑤௤

= 1,2, … . , 𝑡௤ 
(14) 

 
Step 4: Lower-Level Problem Solving 

In this step, the BFO algorithm focuses on 
solving the lower-level issue represented by q-
dimension for each food resource 𝑃௦

௝. For each food 

resource (𝑃௦
௝
, 𝑞௦

௝), the lower-level problem is solved 
using the standard FO approach. The swarm's 
position is initialized for the 𝑞-dimension as ∆௭, and 
the swarm starts the foraging process again to 
explore and exploit the 𝑞-dimension. 

 
Step 4a: Swarm Position Initialization for Lower-
Level Issue 

The initial position of the swarm for the lower-
level issue is established as ∆௭, representing the q-
dimension of the swarm's position. The swarm's 
position (∆௭) is initialized within the boundaries 
defined by 𝑍௧೛ା௪೜

 and 𝑂௧೛ା௪೜
 for each decision 

variable in the q-dimension. Eq.(15) and Eq.(16) are 
applied for initializing the swarm position at lower-
level issues. 

∆௭= ቀ𝜃ଵ
௭ , 𝜃ଶ

௭ , … . . , 𝜃௧೜
௭ ቁ (15) 

𝜃௤೜
௭ = 𝑍௧೛ା௪೜

+ ቀ𝑂௧೛ା௪೜
− 𝑍௧೛ା௪೜

ቁ

× 𝑟𝑎𝑛𝑑  𝑤௤

= 1,2, … . , 𝑡௤ 

(16) 

 
Step 4b: Food Resource Creation for Lower-
Level Issue 

For the lower-level issue, c food resources are 
randomly generated, representing the swarm's 
positions in the q-dimension. Each food resource is 
a vector containing the decision variables in the q-
dimension. The swarm's position (∆௭) is perturbed 
by a random value between [−1, 1] scaled by the 
corresponding ∋௧೛ା௪೜

 to generate each food 

resource. Eq.(17) is applied for creating food 
resources at lower-level issue. 
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𝑄௦೜௪೜
= 𝜃௪೜

௭ ±∋௧೛ା௪೜
× 𝑟𝑎𝑛𝑑 𝑠௤

= 1,2, … , 𝑐 
(17) 

 
Step 4c: Odor Concentration Calculation for 
Lower-Level Issue 

The relative strength of the odours for the 
lower-level issue is calculated for each food resource 
(𝑃௦

௝) in the 𝑞-dimension. The goal function (𝑔()) 
evaluates the fitness of the lower-level issue 
solutions. The scent concentration (odour 
concentration) 𝑠𝑚𝑒𝑙𝑙௦೜

 for each food, resource is 

determined based on the fitness evaluation of the 
corresponding solution. Eq.(18) determine the 
relative strength of the odours. 

𝑠𝑚𝑒𝑙𝑙௦೜
= 𝑔 ቀ𝑃௦

௝
, 𝑄௦೛௪೜

ቁ (18) 

Step 4d: Swarm Movement for Lower-Level 
Issue 

The swarm's position (∆௭) is adjusted based on 
the best food resource (𝑄௕௘௦௧) found in the q-
dimension. If the fitness value of 𝑄௕௘௦௧  is lower than 
the fitness value of the swarm's current position (∆௭), 
the swarm moves to the position of 𝑄௕௘௦௧ , indicating 
a promising region in the q-dimension. Eq.(19) is 
applied to adjust the position of the swarm. 

∆௭= 𝑄௕௘௦௧ ,   𝑖𝑓   𝑔(𝑄௕௘௦௧) ≤ 𝑔൫𝑃௦
௝
, ∆௭൯ (19) 

 
Step 4e: Termination of Lower-Level Issue 

The BFO checks if the criteria for stopping the 
lower-level issue exploration are met. If not, the 
process repeats from Step 4b, exploring the q-
dimension. If the stopping condition is satisfied, the 
lower-level issue is terminated, and the optimum 
solutions (𝑞௦

∗௝) concerning the p-dimension (𝑃௦
௝) are 

returned. 
 
Step 5: Odor Concentration Calculation for 
Upper-Level Issue 

With the lower-level issue solutions (𝑞௦
∗௝) 

returned, the relative strength of the odours for the 
upper-level issue is calculated. The scent 
concentration (odour concentration) 𝑆𝑚𝑒𝑙𝑙௦

௝ is 
determined based on the fitness evaluation of each 
food resource (𝑃௦

௝
, 𝑞௦

∗௝) in both the p-dimension and 
the q-dimension. Eq.(20) expresses the same. 

𝑆𝑚𝑒𝑙𝑙௦
௝

= 𝐺൫𝑃௦
௝
, 𝑞௦

∗௝
൯ (20) 

 

Step 6: Swarm Position Refreshment 
If the fitness value of the scent concentration 

(𝑆𝑚𝑒𝑙𝑙௕௘௦௧
௝ ) is lower than the fitness value of the 

swarm's current position (∆௝), the swarm's position 
is updated to move towards the scent concentration 
with the lowest fitness value. This allows the swarm 
to focus on more promising regions in the search 
space. 
 
Step 7: Halting Requirement Check 

In the final step, the BFO checks the halting 
requirement to determine if the optimization process 
should terminate. If the stopping condition is 
satisfied, the BFO algorithm terminates, and the 
optimal solution (𝑃௕௘௦௧

௝
, 𝑞௕௘௦௧

∗௝ ) is obtained. The 
algorithm then proceeds to Step 4 to continue the 
optimization process by further exploring and 
exploiting the search space. 
 

Algorithm 5: Breakthrough Fruitfly 
Optimization-based LEACH Routing 

Protocol 
Step 1: Initialization 

a). Set population size (𝑁). 
b). Set maximum generation 

(𝑚𝑎𝑥𝑔𝑒𝑛). 
c). Set upper limit for extra search 

radius parameter (∋௪
௠௔௫)). 

d). Set lower limit for extra search 
radius parameter (∋௪

௠௜௡)). 
e). Generate the initial fruit fly swarm 

position ∆௝. 
Step 2: Food Resource Creation 

a). Generate 𝑇 food resources (𝑃௦
௝
, 𝑞௦

௝) 
in each generation (𝑗) based on the 
current swarm position (∆௝). 

b). Perturb the swarm's position (∆௝) 
by a scaled random value to create 
each food resource (𝑃௦

௝
, 𝑞௦

௝). 
Step 3: Lower-Level Problem Solving 

a). For each food resource (𝑃௦
௝
, 𝑞௦

௝): 
b). Initialize the swarm position for the 

lower-level issue ∆௭) in the 𝑞-
dimension. 

c). Generate c food resources in the q-
dimension (𝑞௦

∗௝). 
d). Perturb the swarm's position (∆௭) 

by a scaled random value to create 
each q-dimension food resource 
(𝑞௦

∗௝). 
e). Evaluate the scent concentration 

𝑠𝑚𝑒𝑙𝑙௦೜
 based on the goal function 
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(𝑔()) for each q-dimension food 
resource. 

f). Choose the best q-dimension food 
resource (𝑄௕௘௦௧) based on the 
lowest fitness value. 

g). Update the swarm's position ∆௭ to 
the position of 𝑄௕௘௦௧  if it improves 
fitness. 

h). Check termination criteria for the 
lower-level issue. Return the 
optimal solutions 𝑞௦

∗௝ concerning 

the p-dimension (𝑃௦
௝) if met. 

Step 4: Odour Concentration Calculation for 
Upper-Level Issue 

a). For each food resource 𝑝௦
௝, 𝑞௦

∗௝: 
b). Evaluate the scent concentration 

𝑆𝑚𝑒𝑙𝑙௦
௝ based on the goal function 

(𝐺()) for the combined 𝑝-
dimension and 𝑞-dimension 
solutions. 

Step 5: Swarm Position Refreshment: 
a). Choose the best scent concentration 

𝐺൫𝑆𝑚𝑒𝑙𝑙௕௘௦௧ೕ൯ in the upper-level 
issue. 

b). Update the swarm's position (∆௝) to 
the position with the lowest fitness 
value if it improves fitness. 

Step 6: Halting Requirement Check: 
a). Check the halting criteria to 

determine if the optimization 
process should terminate. 

b). If the stopping condition is 
satisfied: 

c). Return optimal solution.  
d). Optionally, proceed to Step 2 to 

continue the optimization process if 
further exploration is required. 

e). Otherwise, repeat Steps 2 to 6 for 
the next generation (𝑗 + 1) until the 
maximum generation (𝑚𝑎𝑥𝑔𝑒𝑛) is 
reached. 

 
The Breakthrough Fruitfly Optimization-based 

LEACH Routing Protocol combines the power of 
BFO with NHDM to achieve more effective 
decision-making and routing in complex real-world 
problems. The algorithm iteratively proceeds 
through generations until the halting criteria are met, 
or the maximum generation is reached. This results 
in potentially superior routing performance for the 
LEACH protocol in wireless sensor networks. 

 
 

. 

4. SIMULATION SETTING 
Simulating WBAN routing in NS3 is essential 

to investigating and improving routing protocols for 
healthcare applications. NS3 allows researchers to 
create realistic WBAN topologies, considering 
factors like node placement, communication ranges, 
and obstacles. The wireless environment can be 
accurately replicated by incorporating channel and 
interference models.  

 
Various routing protocols, including LEACH, 

can be implemented and assessed, focusing on 
energy efficiency, end-to-end delay, packet delivery 
ratio, and network lifetime. Simulations can 
encompass different scenarios, such as varying node 
densities, mobility patterns, and traffic conditions, to 
evaluate scalability and adaptability. NS3 
simulations provide valuable insights into the 
strengths and weaknesses of WBAN routing 
protocols, facilitating the identification of suitable 
protocols for specific healthcare applications and the 
proposal of enhancements. By optimizing 
parameters like cluster formation, data aggregation, 
and routing decisions, overall WBAN performance 
can be improved. In summary, NS3-based 
simulations serve as a valuable platform for 
evaluating, analyzing, and enhancing routing 
protocols in WBANs, contributing to more reliable 
and energy-efficient solutions in healthcare. 

 
Table 1. Simulation Settings 

Simulation Setting Value 

Channel Model Rayleigh Fading 

Communication Range 20 meters 

Data Aggregation Enabled or Disabled 

Energy Model Battery model 

Interference Model Path Loss Model 

MAC Protocol IEEE 802.15.4 

Mobility Model Random Waypoint 

Network Area 200m x 200m 
Number of Sensor 
Nodes 

100 

Sensor Node Placement 
Random or Grid-
based 

Simulation Time 2000 seconds 

Traffic Pattern Varying traffic load 

Transmission Power 10 dBm 
 
5. RESULTS AND DISCUSSION 
5.1. Packet Delivery and Drop Ratio Analysis 

Figure 1 illustrates the packet delivery and drop 
ratio analysis for the CCARA, E-HARP, and BFO-
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LRP routing protocols at different numbers of nodes 
in the network. The packet delivery ratio represents 
the percentage of successfully delivered packets, 
while the packet drop ratio indicates the percentage 
of packets dropped during transmission. Table 2a 
presents the three routing protocols' packet delivery 
analysis result values. The values in the table 
represent the packet delivery ratio in percentage (%). 
From Table 2a provides the results values of Figure 
1. 

 
The CCARA routing protocol exhibits a packet 

delivery ratio ranging from 32.27% to 54.92%, 
averaging 44.27%. CCARA emphasizes congestion 
control in its routing decisions. It employs adaptive 
routing strategies to avoid congested routes and 
ensure packet delivery. However, due to its 
conservative approach to congestion control, 
CCARA may reroute packets or delay their 
transmission, resulting in an average packet delivery 
ratio. 

 
E-HARP shows a higher packet delivery ratio 

than CCARA, ranging from 43.22% to 59.87%, with 
an average of 51.62%. E-HARP integrates energy-
efficient and harvest-aware mechanisms, which 
optimize energy consumption and leverage energy 
harvesting capabilities. E-HARP enhances packet 
delivery by optimizing resource utilization by 
dynamically selecting routes based on energy 
availability and considering energy-efficient 
transmission. 

 

 

Figure 1. Packet Delivery and Drop Ratio 
 

The BFO-LRP routing protocol demonstrates 
an even higher packet delivery ratio, ranging from 

72.2% to 88.53%, with an average of 80.51%. BFO-
LRP utilizes the Breakthrough Fruitfly Optimization 
(BFO) algorithm for routing decisions. This 
optimization algorithm imitates the search behaviour 
of fruit flies to find optimal routes. By leveraging 
this algorithm, BFO-LRP identifies efficient routes 
that minimize congestion and maximize packet 
delivery. 
 

Table 2a. Result Values of Packet Delivery Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 54.92 59.87 88.53 

20 52.9 57.68 86.17 

30 50.59 54.89 85.32 

40 49.91 54.26 83.8 

50 48.23 53.37 81.4 

60 43.02 51.51 79.21 

70 38.64 49.53 77.29 

80 37.12 46.88 76.82 

90 35.1 45.02 74.31 

100 32.27 43.22 72.2 

Average 44.27 51.62 80.51 
 
Table 2b provides the three routing protocols' 

packet drop ratio analysis result values. The values 
in the table represent the packet drop ratio in 
percentage (%). From Table 2b, this research can 
observe the following trends: 
 

Table 2b. Result Values of Packet Drop Ratio Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 45.08 40.13 11.47 

20 47.1 42.32 13.83 

30 49.41 45.11 14.68 

40 50.09 45.74 16.2 

50 51.77 46.63 18.6 

60 56.98 48.49 20.79 

70 61.36 50.47 22.71 

80 62.88 53.12 23.18 

90 64.9 54.98 25.69 

100 67.73 56.78 27.8 

Average 55.73 48.38 19.50 
 

The packet drop ratio for CCARA ranges from 
45.08% to 67.73%, with an average of 55.73%. 
CCARA's congestion control mechanisms aim to 
mitigate network congestion by dropping packets 
when necessary. The higher packet drop ratio can be 
attributed to its conservative approach to congestion 
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control, where packets are selectively dropped to 
maintain network stability. 

 
E-HARP exhibits a lower packet drop ratio 

than CCARA, ranging from 40.13% to 56.78%, with 
an average of 48.38%. E-HARP's energy-efficient 
mechanisms optimize resource utilization, reducing 
packet drop ratio. E-HARP minimizes packet drops 
and improves overall network performance by 
intelligently managing energy resources and 
considering energy-aware routing decisions. 

 

The BFO-LRP routing protocol demonstrates 
the lowest packet drop ratio among the three 
protocols, ranging from 11.47% to 27.8%, with an 
average of 19.50%. BFO-LRP's routing decisions 
based on the Breakthrough Fruitfly Optimization 
(BFO) algorithm enable efficient route selection, 
minimizing congestion and packet drops. The 
optimized routing decisions contribute to the lower 
packet drop ratio observed in BFO-LRP. 

 

The packet delivery and drop ratio analysis 
highlights the differences in performance among the 
routing protocols. CCARA emphasizes congestion 
control, resulting in moderate packet delivery but a 
higher packet drop ratio. E-HARP's energy-efficient 
mechanisms enhance packet delivery and reduce 
packet drops. BFO-LRP, leveraging the BFO 
algorithm, achieves a high packet delivery ratio and 
the lowest packet drop ratio by optimizing route 
selection and minimizing congestion. 
 
5.2. Throughput Analysis 

Figure 2 presents the throughput analysis for 
the CCARA, E-HARP, and BFO-LRP routing 
protocols at different numbers of nodes in the 
network. Throughput refers to the rate at which data 
has been transmitted through the network. Table 3 
provides the result values of the throughput analysis 
for the three routing protocols. The values in the 
table represent the throughput in an unspecified unit. 
From Table 3, this research can observe the 
following trends: 

 
The CCARA routing protocol has the lowest 

throughput values among the three protocols. The 
average throughput for CCARA has been 35.478 
(unit not specified). As the number of nodes in the 
network has increased, CCARA has achieved lower 
throughput values. CCARA's focus on congestion 
control and stability in routing decisions has limited 
the overall data transmission rate. The emphasis on 
congestion avoidance and potential overhead 
associated with congestion control mechanisms may 

have reduced the throughput compared to the other 
protocols. 
 

E-HARP has shown higher throughput values 
compared to CCARA. The average throughput for 
E-HARP has been 47.989 (unit not specified). As the 
number of nodes has increased, E-HARP has 
continued to achieve higher throughput. E-HARP 
has integrated energy-efficient and harvest-aware 
mechanisms that have optimized energy 
consumption and leveraged energy harvesting 
capabilities. E-HARP has improved the data 
transmission capacity by efficiently managing 
energy resources, selecting optimal routes, and 
achieving higher throughput values. 
 

 
Figure 2. Throughput 

 
The BFO-LRP routing protocol has 

demonstrated the highest throughput values among 
the three protocols. The average throughput for 
BFO-LRP has been 74.526 (unit not specified). As 
the number of nodes has increased, BFO-LRP has 
consistently achieved higher throughput. BFO-LRP 
has utilized the Breakthrough Fruitfly Optimization 
(BFO) algorithm for routing decisions, which has 
optimized the selection of routes to minimize 
congestion and maximize network performance. By 
effectively utilizing network resources and selecting 
efficient routes, BFO-LRP has achieved the highest 
throughput compared to CCARA and E-HARP. 
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Table 3. Result Values of Throughput Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 31.003 43.771 70.337 

20 31.443 44.31 71.467 

30 32.181 45.861 72.446 

40 33.303 46.141 73.189 

50 33.971 47.602 73.343 

60 34.676 48.414 74.108 

70 38.645 50.184 74.348 

80 39.242 50.282 77.274 

90 39.852 51.316 78.39 

100 40.462 52.013 80.356 

Average 35.478 47.989 74.526 
 

The throughput analysis indicated that BFO-
LRP had achieved the highest throughput, followed 
by E-HARP, while CCARA exhibited the lowest. 
The variations in throughput can be attributed to the 
underlying mechanisms of the routing protocols. 
CCARA's focus on congestion control and stability 
has limited the data transmission rate, resulting in 
lower throughput. E-HARP's integration of energy-
efficient mechanisms has optimized resource 
utilization and enhanced data transmission capacity, 
leading to improved throughput. BFO-LRP's 
utilization of the BFO algorithm has facilitated the 
selection of optimal routes, minimizing congestion 
and maximizing network performance, resulting in 
the highest throughput among the three protocols. 
 

5.3. Delay Analysis 
Figure 3 presents the analysis of delays 

observed in the CCARA, E-HARP, and BFO-LRP 
routing protocols across different numbers of nodes 
in the network. The delay analysis measures the time 
a packet travels from the source to the destination, 
measured in milliseconds (ms). Table 4 provides the 
detailed result values obtained from the delay 
analysis for each routing protocol, representing the 
delays in ms. Upon examining the results, the 
following observations can be made: 
 

 
Figure 3. Delay 

 
The CCARA routing protocol demonstrates the 

highest delay values among the three protocols. The 
average delay for CCARA is recorded as 13,453.4 
ms, ranging from 13,024 ms to 14,109 ms. As the 
number of nodes in the network increases, CCARA 
experiences an upward trend in delays. This can be 
attributed to the congestion control mechanisms 
implemented by CCARA, which introduce 
additional processing and queuing delays to avoid 
network congestion and reliable packet delivery. 
 

E-HARP exhibits relatively lower delay values 
compared to CCARA. The average delay for E-
HARP is 11,272.2 ms, ranging from 10,472 ms to 
12,961 ms. As the number of nodes in the network 
increases, E-HARP experiences a gradual delay 
increase. However, E-HARP incorporates energy-
efficient and harvest-aware mechanisms that 
optimize energy consumption and leverage energy 
harvesting capabilities. These mechanisms facilitate 
improved resource utilization and efficient route 
selection, minimizing packet transmission delays. 
 

BFO-LRP stands out with the lowest delay 
values among the three routing protocols. The 
average delay for BFO-LRP is 5,853.7 ms, ranging 
from 3,988 ms to 7,721 ms. As the number of nodes 
in the network increases, BFO-LRP exhibits a slight 
delay increase. BFO-LRP utilizes the Breakthrough 
Fruitfly Optimization (BFO) algorithm for routing 
decisions, enabling the selection of optimized routes 
that minimize congestion and reduce delays. The 
efficient routing decisions made by BFO-LRP 
contribute to the lower delay values observed in this 
protocol. 
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Table 4. Result Values of Delay Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 13024 10472 3988 

20 13059 10535 4003 

30 13081 10853 4464 

40 13118 10910 4570 

50 13336 11061 5117 

60 13551 11121 6454 

70 13659 11244 7041 

80 13775 11648 7562 

90 13822 11917 7617 

100 14109 12961 7721 

Average 13453.4 11272.2 5853.7 
 

The delay analysis highlights that CCARA 
exhibits the highest delays, E-HARP shows 
relatively lower delays, and BFO-LRP achieves the 
lowest delay values. These differences in delays can 
be attributed to the specific mechanisms employed 
by each protocol. CCARA's congestion control 
mechanisms introduce additional delays for stable 
network performance. E-HARP's energy-efficient 
mechanisms contribute to the mitigation of delays. 
BFO-LRP's optimized route selection minimizes 
congestion, resulting in the lowest observed delays 
among the three protocols. 
 
5.4. Energy Consumption Analysis 

Figure 4 illustrates the analysis of energy 
consumption for the CCARA, E-HARP, and BFO-
LRP routing protocols at different numbers of nodes 
in the network. The energy consumption analysis 
quantifies each routing protocol's energy during 
network operations. Table 5 presents the detailed 
result values obtained from the energy consumption 
analysis for each routing protocol. The energy 
consumption values are provided in unspecified 
units. Upon analyzing the results, the following 
observations can be made: 

Among the three protocols, CCARA exhibits 
the highest energy consumption values. The average 
energy consumption for CCARA is 86.112 (unit not 
specified), ranging from 77.639 to 93.759. As the 
number of nodes in the network increases, CCARA 
demonstrates a consistent increase in energy 
consumption.  

 

 
Figure 4. Energy Consumption 

 
This can be attributed to CCARA's congestion 
control-aware routing algorithm, which may require 
additional energy for maintaining network stability 
and ensuring adequate data transmission. 

 
E-HARP shows relatively lower energy 

consumption values compared to CCARA. The 
average energy consumption for E-HARP is 
recorded as 68.877 (unit not specified), ranging from 
59.522 to 79.289. As the number of nodes increases, 
E-HARP gradually increases energy consumption. 
E-HARP incorporates energy-efficient and harvest-
aware mechanisms in its routing protocol, 
optimizing energy usage and leveraging energy 
harvesting capabilities. These mechanisms 
contribute to more efficient energy utilization and 
lower energy consumption than CCARA. 
 

BFO-LRP demonstrates the lowest energy 
consumption values among the three routing 
protocols. The average energy consumption for 
BFO-LRP is reported as 36.913 (unit not specified), 
ranging from 29.813 to 46.027. As the number of 
nodes increases, BFO-LRP gradually increases 
energy consumption. BFO-LRP utilizes the 
Breakthrough Fruitfly Optimization (BFO) 
algorithm-based routing protocol, which optimizes 
route selection and minimizes congestion. This leads 
to more energy-efficient operation and lower overall 
energy consumption than CCARA and E-HARP. 
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Table 5. Result Values of Energy Consumption Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 77.639 59.522 29.813 

20 78.748 61.074 31.034 

30 81.033 63.491 34.623 

40 84.345 64.113 34.691 

50 85.405 64.645 34.726 

60 87.601 72.034 36.791 

70 89.765 72.639 37.929 

80 90.936 74.869 41.394 

90 91.886 77.094 42.103 

100 93.759 79.289 46.027 

Average 86.112 68.877 36.913 
 

The energy consumption analysis highlights 
that CCARA exhibits the highest energy 
consumption, E-HARP demonstrates relatively 
lower energy consumption, and BFO-LRP achieves 
the lowest energy consumption among the three 
routing protocols. These disparities in energy 
consumption can be attributed to the specific 
mechanisms and algorithms employed by each 
protocol. CCARA's congestion control-aware 
routing algorithm requires more energy to maintain 
network stability. E-HARP's energy-efficient and 
harvest-aware mechanisms optimize energy 
utilization, reducing energy consumption. BFO-
LRP's utilization of the BFO algorithm minimizes 
congestion and leads to the lowest energy 
consumption among the three protocols. 
 
5.5. Network Lifetime Analysis 

Figure 5 depicts the network lifetime 
analysis, which measures the duration a network can 
operate efficiently without exhausting its energy 
resources. The analysis considers different numbers 
of nodes in the network. Table 6 presents the 
network lifetime analysis result values for each 
routing protocol, given in unspecified units. From 
the table, this research can derive the following 
observations. 

 
The CCARA routing protocol exhibits the 

shortest network lifetime among the three protocols. 
The average network lifetime for CCARA is 13.638 
(unit not specified), ranging from 6.954 to 21.255. 
As the number of nodes increases, CCARA 
experiences a decrease in network lifetime. This can 
be attributed to CCARA's higher energy 
consumption and potentially limited energy-saving 
mechanisms, resulting in a shorter overall network 
lifetime. 

 

 

Figure 5. Network Lifetime 
 

E-HARP demonstrates a relatively longer 
network lifetime compared to CCARA. The average 
network lifetime for E-HARP is 33.863 (unit not 
specified), ranging from 24.235 to 46.976. E-HARP 
maintains a relatively consistent network lifetime as 
the number of nodes increases. E-HARP 
incorporates energy-efficient and harvest-aware 
mechanisms that optimize energy consumption and 
leverage energy harvesting capabilities. These 
mechanisms contribute to an extended network 
lifetime compared to CCARA. 
 

BFO-LRP showcases the most extended 
network lifetime among the three routing protocols. 
The average network lifetime for BFO-LRP is 
68.530 (unit not specified), ranging from 63.138 to 
76.157. As the number of nodes increases, BFO-
LRP demonstrates a relatively stable network 
lifetime. BFO-LRP utilizes the Breakthrough 
Fruitfly Optimization (BFO) algorithm-based 
routing protocol, which optimizes route selection 
and minimizes energy consumption. These 
optimizations contribute to the most extended 
network lifetime observed in BFO-LRP. 
 

The network lifetime analysis highlights that 
CCARA exhibits the shortest network lifetime, E-
HARP demonstrates a relatively longer network 
lifetime, and BFO-LRP achieves the most extended 
network lifetime among the three routing protocols. 
These variations can be attributed to each protocol's 
specific mechanisms and algorithms. CCARA's 
higher energy consumption and potentially limited 
energy-saving mechanisms result in a shorter 
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network lifetime. E-HARP's energy-efficient and 
harvest-aware mechanisms contribute to an extended 
network lifetime. BFO-LRP's utilization of the BFO 
algorithm optimizes route selection and minimizes 
energy consumption, leading to the most extended 
network lifetime among the three protocols. 
 
Table 6. Result Values of Energy Consumption Analysis 

Nodes CCARA E-HARP BFO-LRP 

10 21.255 46.976 76.157 

20 20.408 46.133 75.806 

30 17.583 42.685 70.777 

40 15.156 41.004 70.207 

50 14.078 33.941 69.691 

60 13.18 27.591 66.923 

70 9.881 26.17 65.985 

80 9.223 25.584 63.442 

90 8.666 24.308 63.175 

100 6.954 24.235 63.138 

Average 13.638 33.863 68.530 
 
6. CONCLUSION 

The proposed Breakthrough Fruitfly 
Optimization-based LEACH Routing Protocol 
(BFO-LRP) presents a novel and effective solution 
for addressing routing challenges in Wireless Body 
Area Networks (WBANs). By leveraging the 
fruitfly-inspired optimization algorithm, BFO, and 
incorporating Nonlinear Hierarchical Decision-
Making (NHDM), BFO-LRP achieves coordinated 
and optimized routing decisions, enhancing the 
performance of the LEACH protocol. The 
hierarchical decision-making approach enables 
adaptive search space exploration, leading to 
improved convergence and efficient exploitation of 
promising regions. Through extensive simulations 
using the ns3 network simulator, BFO-LRP's 
effectiveness regarding packet delivery 
performance, reduced delays, and efficient energy 
utilization is demonstrated. The results highlight the 
superiority of BFO-LRP over conventional routing 
protocols, making it a promising and valuable 
solution for optimizing routing in WBANs. BFO-
LRP's implementation advances WBAN technology, 
offering enhanced support for healthcare and 
wearable applications, thereby contributing to 
developing efficient and reliable healthcare 
monitoring systems. 
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