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ABSTRACT 

 
The significant impact in businesses is generally affected by manufacturing, planning, supply chain, 
marketing, warehousing, logistics, and resource management, usually managed by sales forecasting. Casual 
forecasting techniques and the correlations between factors are used to anticipate future sales behaviour 
without relying on historical data and trends. Despite the wide usage in research and application, there are 
severe drawbacks regarding the forecasting techniques related to classic time series. The sales related to 
supermarkets, along with association rules, regression techniques, time series algorithms, etc., are estimated 
by numerous available methods. This paper explains constructing a prediction model based on a supervised 
machine learning algorithm known as Ada Boost to estimate possible sales for 45 Walmart stores in various 
locations. It is a great opportunity for researchers to predict sales for Walmart, as it is the largest store existing 
in the world. The sales will be affected on a periodic basis during an event or holidays. This affect might also 
extend on a daily basis. 
Keywords: Forecasting, Supervised Machine Learning Algorithms, Unsupervised Machine Learning 

Algorithms, Time Series, Adaboost Algorithm. 

 
1. INTRODUCTION 

 
Forecasting sales is crucial for managing 

manufacturing, supply chain, and impacting 
marketing, logistics, warehousing, and resource 
management. Competitive advantages are essential, 
requiring business plans obtained through sales 
forecasting [1]. In the data-driven retail sector, 
facing optimization challenges, predicting 
commodity sales is challenging in a dynamic 
business environment. Retailers must enhance sales 
predictions to reduce operating costs, increase sales, 
and improve customer satisfaction [2]. Success in 
retail demands accurate sales predictions for 
inventory management, optimal distribution, and 
customer satisfaction across outlets [3]. Retailers 
find it challenging to predict sales due to numerous 
factors, including external influences like weather 
conditions and competition from other stores [4]. 
Supermarket sales are forecasted using various 
Machine Learning techniques, particularly 
ensemble methods like random forest regression. 
This method constructs decision trees and averages 
their predictions for higher accuracy. Additionally, 
a feature similarity-based K-NN Regression 
predicts data points by comparing them to the 
training set. Support Vector Machines, part of the 

SVR supervised learning algorithm, determine the 
best line of fit by maximizing the number of points. 
In the random forest approach, an optimal data split 
is employed, and input data subsamples replicate the 
bootstrap [5]. 
 

Boosters aim to strengthen a weak classifier by 
combining it with a stronger one. The process 
involves sequentially using weak models to build a 
model, starting with the initial model using training 
data. Errors in the first model are addressed by 
constructing a second model, and predictions are 
combined to achieve maximum accuracy, as 
illustrated in Figure 1. AdaBoost, an early boosting 
algorithm for binary classification, falls under 
supervised learning in machine learning. It requires 
a target variable in the training data and can solve 
both classification and regression problems. 
AdaBoost, short for Adaptive Boosting, merges 
multiple weak classifiers into a effective single one 
[6]. 

 
A Sales Forecasting methodology is established 

through literature review, involving training the 
model with machine learning algorithms like 
Random Forest Regression, Linear Regression, 
SVR, KNN Regression, and Ada Boost. The 
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obtained results are analysed to draw conclusions. 
The paper is organized as follows: Section 2 
presents the literature review on algorithm 
approaches. Section 3 details the methodology with 
various algorithm applications for sales prediction. 
Section 4 presents result for the approaches, 
followed by the conclusion in Section 5. And 
Declaration is provided in Section 6. 
 

 

Figure 1:Ada boost classifier 

2. LITERATURE REVIEW 
 

Microsoft utilizes time series and regression 
algorithms for forecasting continuous values such as 
product sales or demand [7]. The Microsoft Time 
Series Algorithm proves helpful for predicting 
continuous variables without requiring additional 
columns, making it advantageous for trend 
forecasting. This algorithm uses data to predict 
anomalies in sales and demand, incorporating new 
data for ongoing forecasts. Microsoft Time Series 
stands out for its unique ability to make cross-
predictions, understanding the relationship between 
two series to develop models. For instance, it can 
address situations where the sales of one car impact 
forecasts for another. To enhance accuracy, a 
combination of autoregressive tree model with cross 
prediction, autoregressive integrated moving 
average (ARIMA), and both algorithms together is 
employed. Short-term predictions utilize the 
ARTXP algorithm, while long-term predictions rely 
on ARIMA [7]. 

Analysing linear regression determines the 
relationship between two variables through a linear 
equation fitted to observed data. The explanatory 
variable, explaining something (predictor), and the 
dependent variable, targeting something, are termed 
explanatory and dependent variables. The goal is to 
find the best fit line in training and testing data, 
applying this method to predict commodity demand 
based on store sales. Sales forecasting aids in better 
decision-making for Production and Supply Chain 

Management [8]. KNN Regression, utilizing data 
from past cases, predicts new values by measuring 
similarity. 'Feature similarity' extracts features from 
data, predicting values for new data points based on 
their similarity to the nearest neighbours. The K-
nearest neighbour method calculates inverse 
distance weighted averages using distance functions 
like Euclidean, Minkowski, and Manhattan, similar 
to those used for classification. 
 

Due to association rule discovery [9] and its 
diverse applications, Data Mining has gained 
popularity. The aim of data analysis is to unveil 
common patterns in datasets, with the Association 
rule mining process searching for correlations and 
relationships between items. A recent study 
revealed that 80% of Indian mobile phone buyers 
also purchase headphones for improved audio 
quality. Shelke et al. [10] discuss a variety of 
Machine Learning algorithms, including those 
applied in e-commerce, e-marketing, and logistics. 
Rule induction, among several ML techniques, is 
widely used in data mining [11],[12]. Previous 
studies on sales prediction [13] employed both 
regression and boosting algorithms, with boosting 
algorithms outperforming regression algorithms. 
Zhao-Li Sun et al. [14] conducted real-time analysis 
using an Extreme Learning Machine (ELM) neural 
network to understand the relation between sales 
amount and key demand-influencing factors, 
employing a neural network-based backpropagation 
model for sales forecasting. 
 

In sales forecasting, neural networks prove more 
effective with de-seasonalized data compared to 
linear models, and their superiority is notable over 
regression models with seasonal indicator variables 
[15]. In the dynamic fashion retail industry, 
predicting sales is challenging due to changing 
customer tastes and short product life cycles. Sales 
prediction methods include Bayesian analysis, 
exponential smoothing, Bayesian estimation, 
evolutionary neural networks, and Artificial neural 
networks [16]. Thomassey et al. [17] proposed a 
hybrid forecasting model combining fuzzy logic, 
neural networks, and evolutionary algorithms. 
Manpreet et al. [18] take a big data perspective in 
predicting Walmart's sales, leveraging Spark 
framework technologies like Python API and Scala. 
 

Collecting data is pointless if it cannot be 
effectively analysed, understood, and applied [19]. 
Harsoor et al. [20] achieved highly accurate 
predictions of Walmart store sales by utilizing 
Hadoop, MapReduce, and Hive. Data analysis and 
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visualization employ tools like Apache Spark, 
Hadoop MapReduce Framework [21], Hadoop 
Distributed File Systems (HDFS) [22], and high-
level languages like Python and Scala. Wazid, 
Katal, and Goudar et al. [23] recommend several 
parallel programming tools for handling Big Data. 
Sharma, Chauhan, and Kishore's study reveals 
Spark's superiority in analysing Big Data compared 
to Hadoop, MapReduce, or MapReduce [24]. Spark 
is noted for being 100 times faster than other data 
analysis techniques [25]. 
 

Various algorithms are employed in Sales 
Forecasting across industries, and their selection 
significantly impacts forecast outcomes. 
MapReduce or Hadoop Distributed File System is 
supplanting Big Data in short-term statistical model 
applications. Retailers typically grapple with the 
complexities of algorithm selection and 
implementation. This paper aids retailers in 
choosing the right Machine Learning Algorithm for 
their specific purposes. 
 
2.1.  Comparison 

In Comparison with all other algorithms in the 
literature, the model we used getting good 
performance score then other models. In our model 
got better result than previous model. Here in 
existing model experiments done for individual 
year. But in our model, we combined all three years 
and did experiments. 
 
2.2.  Machine Learning Models 

A machine learning model predicts competition 
data for the M3 time series using 1000 time series, 
and Gaussian Process Regression and Multilayer 
Perceptions emerge as the most efficient methods 
[26]. If other analysis methods lack machine 
learning techniques, there's potential for reduced 
accuracy in results. Machine learning, as suggested 
by the authors, can bridge the gap between planned 
and actual performance, offering greater flexibility 
than traditional statistical models [27]. Time series 
models using traditional methods are less robust 
than machine learning models, impacting 
repeatability, and require manual repetition instead 
of retraining, affecting generalization [28]. 
 

A brief study examined the textile market's 
versatility and distributor needs. Basic statistical 
analysis was substituted with deep learning in data 
sets using an alternative to traditional machine 
learning methods. To ensure completeness, a 
machine learning model needs training and testing 
at various stages, with periodic retraining to prevent 

deficiencies. The feature-based approach considers 
diverse variables as potential features, particularly 
beneficial for models with numerous parameters 
[29].  
 
2.3. About Dataset  
 

 
Figure 2:Walmart Dataset of 45 stores 

Every day, retailers like Walmart handle vast 
transactions, requiring a delicate balance between 
inventory management and meeting customer 
demands. Accurate sales predictions are crucial for 
maximizing revenue and profit. Current forecasting 
methods often rely solely on extending statistical 
trends, requiring additional data for customer and 
product analysis. There is a need for a simpler model 
using only previous sales data to forecast product 
sales. Leveraging the latest machine learning 
techniques allows for more precise event 
forecasting, demonstrated with the use of a Walmart 
sales dataset from Kaggle in our experiment [30]. 

 
3. METHODOLOGY 

This section discusses the implementation flow 
using orange tool. The flow begins with load the 
dataset into Orange tool. This will be followed by 
imputation of data, making the data as timeseries, 
selection of sample data in which the selection will 
be based on fixed proportion, number of instances, 
and cross validation, selection of columns & rows as 
per our requirement, then have to check outliner 
data, from that we can get the Inlier data also. Then 
the inlier data is connecting to unsupervised 
machine learning algorithms and finally checking 
the sale prediction. Furthermore, the next section 
will discuss about a brief overview of Orange tool 
in Section 3.1. This description will be followed by 
the implementation of machine learning algorithms 
to the sample data for sales prediction in Section 3.2. 
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and benefit of Connecting inlier data to supervised 
machine learning models discussed in section 3.3. 
 
3.1. About Orange Tool 

Numerous software options are available for 
machine learning, data mining, and visualization, 
with this paper specifically exploring into the open-
source Orange software. Orange stands out for 
supporting interactive data visualization and 
exploratory qualitative data analysis through a 
visual programming front-end. It excels in tasks like 
data interpretation, displaying data tables, feature 
selection, training predictive models, comparing 
learning algorithms, and creating visual 
representations using a canvas interface. Users can 
interactively explore visualizations or feed them 
into other widgets. The versatility of Orange extends 
to diverse fields like genomic research, 
biomedicine, bioinformatics, and education. It 
proves instrumental in the development and testing 
of new machine learning algorithms for 
implementing bioinformatic and genetic techniques. 
Furthermore, Orange serves as an effective teaching 
platform for machine learning and data mining 
methods in education [31]. 
 
3.2.  Implementation of Machine Learning 

Algorithms 
 
In this study, a variety of supervised machine 

learning algorithms, including K-NN regression, 
random forest regression, linear regression, SVM, 
and Ada Boost algorithms, are employed. The 
prediction of several commodities at Walmart 
involves the utilization of linear regression, 
considering factors like fuel prices, previous sales, 
holidays, and unemployment rates. The dataset 
encompasses 45 Walmart stores, and data cleaning 
procedures were applied using the Orange tool to 
ensure the accuracy and reliability of the analysis. 
This rigorous approach enhances the robustness of 
the study's findings and contributes to the precision 
of the predictive models utilized in forecasting 
commodity sales at Walmart. 

In our approach, the first step involves selecting 
the Walmart dataset in the Orange tool, designating 
weekly sales as the targeted variable. Following this, 

data imputation is performed to address missing 
data, and the dataset is configured as time series 
data. Orange tool provides default impute methods 
to ensure data integrity. In the context of data 
imputation, replacing missing data with a suitable 
value is essential to preserve the dataset's integrity, 
as removing data can significantly reduce dataset 
size, potentially impacting bias and impairing 
analysis. In our dataset, we observe no visible 
difference between imputed and non-imputed 
datasets, supporting the robustness of our approach. 
This particular process ensures the quality and 
reliability of our dataset for subsequent analysis and 
modelling. 

We specifically choose our data as time series 
data, aligning with the nature of our task to predict 
sales based on temporal patterns. Time series 
forecasting involves making scientifically informed 
predictions grounded in historical data. Through the 
analysis of this historical data, models are 
constructed, serving as guides for future strategic 
decisions. This analytical process goes beyond 
simple prediction, as it requires understanding and 
interpreting past trends to project future outcomes. 
Consequently, our approach encompasses both the 
analytical examination of historical data and the 
forecasting of future trends, ensuring a 
comprehensive and evidence-based foundation for 
our predictions. 

To ensure the efficiency and representativeness of 
our analysis, we opt for a 70% sample data selection 
from the entire dataset. The Orange tool's sample 
widget offers a range of methods for data sampling, 
facilitating the creation of a representative and 
complementary dataset that encompasses instances 
related to the   input set. Execution of this algorithm 
involves providing the input dataset, followed by 
selecting the sample data option. In the context of 
Cross Validation, all data instances undergo 
division into complementary subsets. The subsets, 
excluding the one selected by the user, are output as 
Data Sample, while the chosen subset is output as 
the remaining Data [32]. This particular sampling 
process enhances the robustness and reliability of 
our analysis, contributing to the accuracy of our 
subsequent modelling and predictions. 
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Figure 3:Sample data

After data sampling, we are selecting columns & 
rows as per our requirement. The Select Columns 
widget serves as a powerful tool, empowering users 
to exactly define the architecture of their data 
domain through the manual selection of attributes 
and the explicit assignment of their roles. In the 
robust framework of Orange, attributes are 
systematically categorized into three classes: 
ordinary attributes, optional class attributes, and 
meta-attributes. This categorical breakdown proves 
especially valuable when constructing sophisticated 
models such as classification models. For instance, 
in the process of creating a classification model, the 
data domain encompasses a set of attributes, each 
contributing to the overall understanding, alongside 
a distinct class attribute that defines the target 
variable. 

It's worth noting that while meta-attributes 
themselves do not actively contribute to the 
modelling process, their unique role comes into play 
as certain widgets within Orange have the capacity 
to harness them as instance labels. This complex 
flexibility highlights the adaptability of the Orange 
data analysis framework, allowing users to derive 
meaningful insights from diverse data structures 
while tailoring the modelling process to meet 
specific analytical objectives.   

This tool chooses a subset from a given dataset 
according to conditions defined by the user. 
Instances meeting the specified criteria are then 
directed to the output Matching Data channel. The 
conditions for data selection are expressed as a set 
of conjunctive terms, meaning that selected items 
must satisfy all the terms within the 'Conditions.' 

Condition terms are established by selecting an 
attribute, choosing an operator from a provided list 
based on whether the attribute is discrete, 
continuous, or a string, and optionally specifying the 
value for the condition term. The operators vary 
depending on the nature of the attribute, with 
different options available for discrete, continuous, 
and string attributes. Here we are selecting data as 
year wise for our analysis. 

In our pursuit of predicting sales, our initial step 
involves scrutinizing the dataset for any potential 
outliers. Detecting and addressing outliers is crucial 
to ensure the accuracy and reliability of our 
predictive models. For inlier data, we apply various 
models and systematically compare their 
performance to identify the most effective one. In 
the case of outliers, we employ the Local Outlier 
Factor algorithm, utilizing Euclidean distance as the 
metric for discerning and isolating these anomalies. 
This comprehensive approach, addressing both 
inliers and outliers, contributes to the robustness of 
our analysis and ensures that our sales predictions 
are based on a dataset free from any potential 
distortions. 

An outlier refers to a data point that resides 
outside the vicinity of other data points or exhibits a 
distinct nature. The identification of outliers within 
a dataset is achieved through the implementation of 
an algorithm called the Local Outlier Factor (LOF). 
This algorithm designates a data point as a local 
outlier if it stands apart within its local 
neighbourhood. The key criterion for identifying an 
outlier using LOF is the density of this local 
neighbourhoods. If the density of data points across 
the entire dataset is not uniform, indicating varying 
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degrees of proximity, then the performance of LOF 
is deemed effective in discerning outliers. This 
refinement approach enhances the algorithm's 
ability to accurately pinpoint and characterize 
outliers within the dataset, contributing to a more 
precise analysis and prediction process. 

In the list of distance measure techniques, 
Euclidean distance stands out as the most widely 
employed method. This technique serves as a 
fundamental metric for measuring the similarity 
between objects, particularly within the context of 
cluster analysis. Euclidean distance essentially 
quantifies the geometric distance between points in 
a multidimensional space, facilitating the 
assessment of their closeness or dissimilarity. 
Cluster analysis, leveraging Euclidean distance, is 
instrumental in grouping similar objects or entities 
based on their spatial relationships. While Euclidean 
distance is a versatile and widely applicable measure 
of similarity, it's important to note that certain 
situations may necessitate exceptions. In such cases, 
the measurement of similarity must adhere to 
specific constraints or requirements, emphasizing 
the importance of tailoring the approach to the 
unique characteristics of the data or context [33]. 

Let's consider two objects, denoted as x = (ax1, ax2, 
…, axn) and y = (ay1, ay2, …, ayn), each described by 
n numeric attributes. The distance between these 
two objects is precisely defined as the Euclidean 

distance, which is calculated using the following 
formula: 

𝐷𝑖𝑠𝑡(𝑥, 𝑦)

= ට(𝑎௫ଵ − 𝑎௬ଵ)
ଶ + (𝑎௫ଶ − 𝑎௬ଶ)

ଶ +⋯+ (𝑎௫ − 𝑎௬)
ଶ 

 
In this equation, Distance(x,y) represents the 

Euclidean distance between objects x and y. The 
summation is carried out over each corresponding 
attribute of the objects, with (axi,ayi)2 quantifying the 
squared difference between the respective attribute 
values. The square root of the sum provides the 
overall Euclidean distance, serving as a robust 
measure to measure the dissimilarity or proximity of 
the objects based on their numeric attributes. This 
mathematical representation offers a precise and 
widely accepted methodology for quantifying the 
distance between two objects in a multi-dimensional 
space defined by their numeric attributes. 
 

In the illustrative context of Figures 4, our 
analysis focuses on the utilization of inlier data 
connected to several supervised machine learning 
algorithms. These algorithms encompass a diverse 
set, including the gradient boost algorithm, random 
forest, KNN, Ada boosting, and SVM algorithms, 
all employed to predict sales. Notably, our rigorous 
evaluation indicates that the Ada Boosting 
algorithm consistently delivers the best performance 
score among these methodologies. 

 
Figure 4:Inlier Data To Machine Learning Algorithms

3.3. Connecting inlier data to supervised 
machine learning models: 
 

Inlier data serves as a crucial foundation for 
separating and predicting intricate patterns inherent 

in the dataset. By seamlessly integrating with 
advanced machine learning models like Gradient 
Boosting, Random Forest, K-Nearest Neighbours 
(KNN), Support Vector Machines (SVM), and 
AdaBoost, inliers facilitate the extraction of 
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meaningful insights and foster a comprehensive 
understanding of the underlying structure. These 
models leverage the inherent regularities identified 
in inlier data to make accurate predictions, enabling 
a more robust and effective analysis. 

 
In contrast, outliers, characterized as data points 

exhibiting unusual or anomalous behaviour, stand 
out as exceptions within the dataset. While inliers 
represent the normative or typical elements, outliers 
deviate significantly from the expected patterns. 
The identification and treatment of outliers are 
crucial steps in refining the accuracy and reliability 
of machine learning models, ensuring that the 
predictive power of the algorithms is not 
compromised by unusual data points. Thus, the 
distinction between inliers and outliers becomes 
pivotal in the pursuit of extracting meaningful 
insights and making informed decisions from 
complex datasets. 

Gradient Boosting, as a powerful mechanism, 
excels in combining predictions from numerous 
weak learners, typically decision trees, to create a 
difficult predictive model. Through the application 
of Gradient Boosting, one can separate difficult 
patterns and establish relationships within inlier 
data, contributing to a comprehensive understanding 
of the underlying data dynamics. This method's 
strength lies in its ability to capture complex 
relationships and refine predictions on inlier 
patterns by iteratively fitting weak learners to the 
residuals of preceding models. Random Forest 
stands out as another noteworthy ensemble learning 
approach. This method constructs multiple decision 
trees and combines their predictions to craft a more 
robust and accurate model. By aggregating the 
outcomes of diverse decision trees, Random Forest 
adeptly captures the inherent structure of inlier data. 
This holistic approach, focusing on various sides of 
the data, enables a thorough comprehension of inlier 
patterns, offering a refinement perspective on the 
intricacies within the dataset. The interaction 
between Gradient Boosting and Random Forest 
underscores their collective capability in extracting 
meaningful insights from inlier data and enhancing 
the predictive accuracy of machine learning models. 

The k-nearest neighbour algorithm, a versatile 
classification method, operates by assigning data 
points in feature space to the majority class of their 
k-nearest neighbours. This approach provides a 
dynamic means of understanding the inherent 
patterns within a dataset. Exploring deeper into its 
capabilities, KNN offers a valuable tool for 

identifying inlier data points through a meticulous 
comparison of similarities between instances. The 
concept of inlier identification becomes particularly 
insightful within the KNN framework, as close 
proximity among points in the feature space is a key 
factor in capturing the structural intricacies of 
inliers, often indicative of shared class membership. 

By analysing the close relationships among 
neighbouring points, KNN not only classifies data 
points effectively but also focus on the cohesive 
structures within the dataset. Inliers, characterized 
by their proximity and similarity, tend to form 
clusters in feature space, a phenomenon that the k-
nearest neighbour algorithm adeptly exploits. This 
method's sensitivity to local patterns allows for a 
significance exploration of the relationships 
between inliers, unveiling valuable insights into the 
cohesive groupings that might signify shared 
characteristics. In essence, the k-nearest neighbour 
algorithm not only excels in classification tasks but 
also serves as a discerning tool for uncovering the 
underlying structures of inliers. Its support on 
proximity and similarity metrics enables a detailed 
exploration of the feature space, offering good 
understanding of how inliers cluster and contribute 
to the extensive patterns within a dataset. 

In Support Vector Machines (SVM), the quest for 
the hyperplane that maximally segregates different 
classes of data points is undertaken through the 
utilization of a sophisticated supervised learning 
algorithm. This process involves meticulous 
optimization to identify the optimal hyperplane that 
distinctly separates diverse classes, contributing to 
SVM's ability in classification tasks. Notably, the 
versatility of SVM extends to training the algorithm 
specifically to separate hyperplanes that effectively 
distinguish inlier data from other data points, 
marking a key application in uncovering distinctive 
patterns within the dataset.   

The effectiveness of SVM in recognizing patterns 
within inlier data is further highlighted by the 
thoughtful consideration of the kernel function and 
hyperparameters. The kernel function plays a crucial 
role in transforming the input space, allowing SVM 
to operate in higher-dimensional feature spaces and 
revealing intricate relationships that may be 
obscured in the original data. By selecting an 
appropriate kernel function and fine-tuning 
hyperparameters, practitioners can tailor SVM to 
the specific characteristics of the dataset, enhancing 
its ability to discern and understand the nuanced 
patterns embedded in inlier data. In essence, SVM 
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not only excels in creating hyperplanes that 
maximize class separation but also proves to be a 
versatile tool for distinguishing inlier data amidst 
the broader dataset. The careful selection of the 
kernel function and hyperparameters highlights the 
adaptability of SVM, allowing it to capture and 
influence the inherent patterns within inliers, 
contributing to a more refined and accurate analysis 
of complex datasets. 

AdaBoost, a significant ensemble learning 
technique, arranges weak learners in a sequential 
manner, with each subsequent learner focusing on 
emphasizing the previously misclassified points, 
thereby refining the model's predictive capabilities. 
What sets AdaBoost apart is its adaptive ability to 
concentrate on inlier data points, particularly those 
that the ensemble's weak learners might inaccurately 
classify. This adaptability enhances the model's 
overall performance on inlier patterns, making it a 
versatile and robust approach in handling complex 
datasets. The strength of AdaBoost lies in its 
iterative nature, where emphasis is dynamically 
placed on correcting errors made by the ensemble, 
leading to a continuous improvement in its 
accuracy, especially in the identification and 
understanding of inlier data. By adaptively adjusting 
its focus, AdaBoost becomes expert at capturing the 
subtle distinctions present in inliers, contributing to 
a more refined pattern recognition. 

To optimize the performance of a machine 
learning model that incorporates inlier data, a 
comprehensive approach is taken. This involves 
training the model on the inlier data, fine-tuning 
hyperparameters to enhance its precision, and 
validating its generalization on unobserved inliers. 
This meticulous process ensures that the model not 
only performs well on the training data but also 
demonstrates robustness when exposed to new 
instances of inlier patterns. As practitioners engage 
in model evaluation, it becomes imperative to 
consider the nature of the data and the specific 
problem at hand. The effectiveness of a model is 
inherently tied to the context in which it operates, 
requiring a thoughtful examination of its 
performance with regard to the unique 
characteristics of the dataset and the distinctions of 
the problem domain. This contextual awareness is 
pivotal in determining the true efficacy of a model 
in addressing the complexities associated with inlier 
patterns and, consequently, in making informed 
decisions within the machine learning. 

To quantify the performance of our predictive 
models, we employ various performance metrics 
such as Mean Squared Error (MSE), Root Mean 
Squared Error (RMSE), Mean Absolute Error 
(MAE), and Mean Absolute Percentage Error 
(MAPE). These metrics provide a comprehensive 
and understanding of the predictive accuracy and 
effectiveness of each algorithm. The obtained 
results, particularly the superior performance of the 
Ada Boosting algorithm, serve as valuable insights 
for refining and optimizing our predictive models in 
the pursuit of accurate sales forecasting. 
 
4. RESULTS 

This section depicts the comparison of various 
factors such as performance scores like MSE, 
RMSE, MAE, and MAPE, by using inlier data. 

4.1. Comparison of Performance Scores 
 

This section discusses the performance score 
values that are obtained using orange tool for the 
various factors mentioned above. The performance 
score values are compared by applying the various 
algorithm techniques such as Inlier data. The 
comparison of various algorithms based on the 
factors MSE, RMSE, MAE and MAPE by applying 
Inlier data and unsupervised algorithms to compare 
the performance scores of all three years sales data. 
As seen in Fig.10, when Inlier data is applied, 
AdaBoost algorithm has the best performance score 
for the factors mentioned when compared with other 
algorithms. 
 

 
Figure 5: Performance Score using inlier data for all 

three years data 
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Figure 6: Performance Score Using Inlier data for 2010 

data 

 

Figure 7: Performance Score Using Inlier data for 2011 
data 

 

Figure 8:  Performance Score using Inlier data for 2012 
data 

By applying inlier data to unsupervised 
algorithms to 2010, 2011, 2012 sales data, figure 6, 
figure 7, figure 8 illustrates the comparison between 
various algorithms based on MSE, RMSE, MAE 
and MAPE. When evaluated based on Inlier data in 
Figs.6, 7, 8 compared to other algorithms for the 
factors mentioned, it is shown that AdaBoost 
algorithm has the highest performance score. 
 
4.2.  Results Analysis 

The analysis based on difference between the 
proposed method and the existing method [5]. In the 
table it is shown that the inlier data, connected to 
Random Forest, SVM, KNN and Ada Boost for 
2010-year data is considered.  

 

Table 1:Analysis for 2010 data using Inlier data 
Models MSE Diff 

Random Forest 7.75% 
SVM -4.93% 
KNN -71.62% 

Extra tree regression Vs 
Ada Boost 

96.62% 

 
Table 2:Analysis for 2011 data using Inlier data 

Models MSE Diff 
Random Forest -68.8% 

SVM -23.67% 
KNN -81.32% 

Extra tree regression Vs
Ada Boost 94.94% 

 
Table 3:Analysis for 2012 data using Inlier data 

Models MSE Diff 
Random Forest -68.8% 

SVM -23.67% 
KNN -81.32% 

Extra tree regression Vs 
Ada Boost 

94.94% 

 

Here we can observe that, for random forest has 
positive difference of MSE value between existing 
method and proposed method. Means that we got 
lesser values of MSE, RMSE and MAE in proposed 
method.  But in SVM and KNN has huge negative 
difference of MSE, RMSE and MAE between 
existing method and proposed method. Means that 
we got greater values of MSE, RMSE and MAE in 
proposed method. Similarly, differences between 
Extra tree regression and Ada boost were in existing 
model and proposed model respectively, has huge 
positive difference of MSE, RMSE and MAE 
between existing method and proposed method. 
Means that we got lesser values of MSE, RMSE and 
MAE in proposed method. Hence that proves Ada 
Boost is the best algorithm for sales prediction.  

Similarly, shown in tables 2 and 3, where the 
inlier data for 2011, 2012 years is analysed using 
Random Forest, SVM, KNN, and Ada Boost. 
Compared with existing model and proposed model, 
Extra tree regression and Ada boost had huge 
positive differences in MSE, RMSE, and MAE. 
Therefore, the proposed method has lower MSE, 
RMSE, and MAE values. Hence that proves Ada 
Boost is the best algorithm for sales prediction. In 
below figures 9, 10, 11 are showing Performance 
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score without using Inlier data for 2010, 2011, 2012 
respectively. 

 

Figure 9:Performance score without using Inlier data 
for 2010 

 

 
Figure 10:Performance score without using Inlier data 

for 2011 

 
Figure 11:Performance score without using Inlier data 

for 2012 
 
The analysis from the tables 4, 5, 6 compares the 

proposed method (without using inlier) with the 
existing method [5]. The results shows that the 
Random Forest algorithm has a positive difference 
in MSE. By this value we are calculated RMSE, and 
MAE, this is also indicating that the proposed 
method has lower values for these metrics compared 
to the existing method. On the other hand, SVM and 
KNN algorithms have a large negative difference in 
MSE, RMSE, and MAE, indicating that the 
proposed method has higher values for these 
metrics. Similarly, the Extra Tree Regression and 
Ada Boost algorithms have a large positive 
difference, indicating that the proposed method has 
lower values for MSE, RMSE, and MAE. Based on 
these findings, it can be concluded that Ada Boost is 
the best algorithm for sales prediction. 

 

Table 4:Analysis for 2010 data without using Inlier data 
Models MSE Diff 

Random Forest 71.23% 
SVM -5.5% 
KNN -70.96% 

Extra tree regression Vs 
Ada Boost 

96.46% 

 
Table 5:Analysis for 2011 data without using Inlier data 

Models MSE Diff 
Random Forest -84.74% 

SVM -26.27% 
KNN -83.05% 

Extra tree regression Vs 
Ada Boost 

93.87% 

 
Table 6:Analysis for 2012 data without using Inlier data 

Models MSE Diff 
Random Forest 17.53% 

SVM -8.43% 
KNN -84.07% 

Extra tree regression Vs 
Ada Boost 

94.04% 

 
 
5. CONCLUSION 

Compared with Random Forest Regression, 
Gradient Boost, KNN and SVM Techniques, Ada 
Boost Technique is the more suitable technique to 
predict Walmart Store sales in the future based on 
the dataset used. This result could also be used by 
other retail store owners to determine their sales 
figures, and instead of spending time in doing 
analysis with other Supervised ML Algorithms, they 
could opt directly for Sales Prediction using Ada 
Boost or Random Forest Approach. It would also be 
beneficial for other retailers to perform demand 
analyses on the same basis. According to the study, 
we were able to understand that external factors, 
such as holidays, unemployment rate, CPI, etc. are 
also important to predict the performance of a retail 
store. 
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