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ABSTRACT 

 
Agriculture plays a very important role in the Indian economy, global food security, and environmental 
sustainability. Rice plants are affected by diseases due to various fungi, bacteria, viruses, as well as non-
infectious factors. Early plant leaf disease recognition is a crucial part in agriculture to significantly 
improve crop yield as well as superiority. Conventional methods unable to perform accurate rice leaf 
diseases without increasing time complexity. Therefore, a novel technique called Wald Statistical 
Piecewise Regressive Extreme Learning Machine (WSPRELM) is introduced for improving the accuracy 
of plant leaf disease detection with minimal time. Numbers of rice plant leaf images are gathered as of 
database. Afterward input image are preprocessed to enhance the image quality. Then the ROI 
segmentation and feature extraction is performed using Russel–Rao indexive statistical region merging 
technique. Finally, the leaf image diseases are correctly classified into Healthy, Brown Spot, Hispa, and 
Leaf Blast using Wald statistical piecewise regression by analyzing extracted feature with ground truth 
features. Experimental results of proposed WSPRELM technique achieve high accuracy (93.26%), 
precision (0.942), recall (0.948) and F1-score (0.944) with low disease identification time (132.66ms). 
These results suggest that WSPRELM has the potential to be a robust solution for rice plant leaf disease 
detection. 
Keywords: Rice Plant Leaf Disease Detection, Extreme Learning Machine, Russel–Rao Indexive 

Statistical Region Merging Technique, Wald Statistical Piecewise Regression. 
 
1. INTRODUCTION 

 Agriculture acts as a fundamental part 
at meeting food requirements and ensuring food 
safety for ever-mounting worldwide population. 
Plant diseases significantly minimize food 
manufacture and impact crop yield. Deficit of 
proper detection of plant diseases is leading 
cause of crop defeat at numerous countries. 
Therefore, there is a high recommendation for 
automatic recognition as well as diagnosis of 
plant diseases. Early diagnosis of plant diseases 
as of images remains demanding because of 
elevated error rates and so on. Timely as well as 
effectual observing of diseases is mainly 
significant for enhancing crop’s yield. 

 A light weight dCNN was designed [1] 
with the aim of achieving higher accuracy in rice 
leaf disease detection, but failed to address the 
time complexity of dCNN. A CNN Model for 
Maize, Rice, and Wheat (MRW-CNN) was 
presented [2] for identifying leaf diseases with 
superior accuracy. But the model failed to detect 

disease severity levels and multiple diseases on 
the same leaf images. 

 An improved method for classifying 
rice diseases was developed in [3], which 
integrates a CNN through BiGRU to achieve 
higher accuracy at minimal cost. However, it 
failed to leverage additional samples to enhance 
the model structure in complex scenarios. A 
custom CNN architecture was developed [4] for 
identifying as well as categorizing common 
diseases at rice plants with maximum accuracy. 
However, the reliability and robustness of the 
models were not enhanced. A transfer learning 
approach was introduced in [5]. But it failed to 
accurately identify crop micronutrient deficiency 
symptoms. 
 A fine-tuned deep learning model was 
developed in [6] for real-time plant disease 
detection. However, it failed to accurately detect 
and classify multiple diseases on the same leaf. 
A CNN-based deep learning architecture was 
introduced in [7] for rice disease classification, 
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for making rapid decisions to improve the 
agricultural yields and quality. However, the rice 
disease classification was not performed within a 
constrained time. DL and transfer learning 
methods were designed in [8] to accurately 
identify as well as categorize rice leaf diseases. 
But, the models failed to achieve elevated 
accuracy and efficiency in disease diagnosis. A 
robust new deep ensemble model was developed 
in [9] for plant disease detection. However, early 
diagnosis of plant disease detection with minimal 
time was a major challenging issue. A new 
multimodal data fusion framework was 
developed in [10] to diagnose rice diseases for 
agricultural IoT. However, it failed to focus on 
segmenting the infected portions of the leaf 
images. Additionally, the severity levels of the 
diseases remained unaddressed. 

Adapted Lemurs Optimization 
Algorithm-basis of feature transformation was 
developed in [11] to enhance the accuracy of 
identifying different paddy diseases. However, it 
failed to incorporate efficient classifiers for 
accurately addressing the rice leaf disease 
detection problem. A lightweight federated deep 
learning model was introduced in [12] for 
accurate categorization of rice leaf diseases. But, 
it failed to differentiate between different types 
of rice leaf diseases.ML and DL models were 
designed [13] with the aim of early detection of 
multi-scale rice diseases. However, it did not 
achieve further accurate recognition of rice 
diseases across different kinds. Two deep 
learning approaches based on the autoencoder 
method were developed in [14] for the automatic 
recognition of diseases from multispectral 
images. SVM-based probabilistic NN was 
developed in [15] to classify images for plant 
disease recognition. But it failed to improve 
classification results.  

The main purpose of the study is to 
address the difficulties in early rice plant leaf 
disease detection and discover the suitable 
solutions plan leaf disease detection based on 
accurately extracting features classify them into 
different classes. To achieve this, an automated 
mechanism is introduced based on deep learning 
algorithm to enhance the early detection of plant 
leaf diseases. 

 
1.1 Major contribution of paper  

The key contributions of WSPRELM 
technique are listed below,  

  A new WSPRELM has been developed 
to improve accuracy of rice plant leaf 

disease identification by including 
several processes, namely 
preprocessing, segmentation, and 
feature extraction in the extreme 
learning machine classifier. 

  To minimize the rice plant leaf disease 
identification time, the Russell-Rao 
index-based statistical region merging 
technique is employed for ROI 
segmentation from the image, based on 
pixel similarity measures. 

  To improve accuracy and precision of 
rice plant leaf disease identification, 
Wald statistical piecewise regression is 
employed to analyze the extracted 
features with ground truth features. 
Based on this analysis, precise plant leaf 
disease identification is performed. 

  To estimate result of WSPRELM, 
inclusive experimentation is performed 
with different assessment parameters. 

 
1.1 Organization of paper 

Remainder of manuscript is structured 
as follows: Section 2 provides appraisal of 
literature review. In Section 3, WSPRELM 
described in detail. Section 4 presents 
experimental evaluation with dataset description. 
Experimental analysis along with a   quantitative 
analysis is discussed in section 5. Lastly, Section 
6 gives conclusion of manuscript. 

 
2. LITERATURE REVIEW 

Deep learning model was designed in [16] 
for crop disease prediction. However, it failed to 
improve the accuracy rate of crop disease 
prediction. A DCNN was designed [17] for 
detection as well as recognition of rice plant 
diseases. However, it failed to enhance 
categorization effectiveness as well as efficacy 
of disease severity classification methods. 

 
 A DCNN transfer learning method was 

introduced in [18] for precise recognition as well 
as categorization of rice leaf diseases. However, 
it failed to diagnose the rice leaf diseases 
accurately. Faster R-CNN was presented [19] for 
detecting major diseases affecting rice. However, 
it failed to improve the model performance for 
plant leaf disease detection within minimal time. 
An effective IoT-based plant disease recognition 
method was developed in [20] based on semantic 
segmentation. However, the precision 
performance during plant disease recognition 
was not improved. An Artificial Neural Network 
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was introduced in [21] with the aim of improving 
the accuracy of paddy disease classification. 

 
 A lightweight neural network was 

developed in [22] for crop disease identification 
with the aim of minimizing processing time 
while maintaining high accuracy. However, it 
failed to improve the accuracy of disease 
recognition. New DL model was designed [23] 
to attain superior accuracy at plant disease 
recognition. The Dense Higher-Level 
Composition Feature Pyramid Network was 
introduced in [24] for effectively detecting plant 
diseases.  Convolutional neural network (CNN) 
models were developed in [25] to achieve higher 
classification results with maximum average 
accuracy. 

 
A dual generative adversarial network 

(GAN) was designed in [26] for generating high-
quality rice leaf disease images. The Hydra 
framework was introduced in [27] based on an 
ensemble deep learning model for the 
recognition of plant diseases. However, it failed 
to increase the robustness of models when 
dealing with large datasets.CNN model was 
designed [28] for accurately detecting as well as 
managing rice leaf image diseases.   CNN 
method was developed in [29] specifically 
designed to enhance the accuracy of rice leaf 
disease categorization, but it did not improve the 
accuracy or training speed. A custom CNN 
architecture was designed in [30] for detecting 
and classifying general diseases from rice plant 
images. However, the reliability and robustness 
of the models was not improved. 

 
From the above all related works this 

research identifies the following research gap. 
The major problem is it failed to accurately 
classify the rice plant leaves for early disease 
detection with minimum time. Also, larger 
number of samples unable to achieved elevated 
performance of lead disease detection. The 
detection and classification of multiple diseases 
was not attained effectively and thus reduces 
precision of disease identification. In addition, 
diseases severity levels were not addressed by 
means of accurately segmenting the diseased 
portion of the plant leaf images. To overcome 
these problem this manuscript, a novel technique 
is needed for enhancing the early detection of 
plant diseases. Therefore, this study proposed a 
WSPRELM technique for automated rice plant 
leaves disease detection. This technique provides 

better quality images and subjected to ROI 
segmentation and feature extraction to get best 
segmentation results with high accuracy. Also, 
proposed technique provides high training for 
improving the accuracy of classification.  

Research focused on rice plant leaves 
disease detection using WSPRELM technique is 
significant for developing more efficient, 
accurate, and scalable solutions, enabling 
farmers to avoid crop losses, improve yields, and 
reduce reliance on harmful pesticides. This 
research is critical for ensuring sustainable 
agriculture, particularly in developing regions 
where rice farming is a vital source of livelihood. 
 
3. PROPOSAL METHODOLOLOGY  

 
Plant diseases considerably impact 

agricultural productivity and leading to economic 
losses worldwide. Among various plant parts, 
leaves are mainly vulnerable to a wide range of 
diseases caused by fungi, bacteria and viruses. 
Premature recognition as well as precise 
diagnosis of these diseases is essential for 
effectual disease administration with crop 
defense. Conventional techniques of disease 
recognition are time-utilizing, susceptible to 
error. However, a novel WSPRELM   is 
introduced particularly in the fields of image 
processing, for automated plant leaf disease 
detection with minimal time as well as error. The 
different processes of proposed WSPRELM are 
illustrated in below figure 1. 

 
  
Figure 1 depicts structural design of WSPRELM 
for accurate rice plant leaf disease detection.  
First, number of sample plant leaf images 𝑆𝐼 =
{𝑆𝐼ଵ, 𝑆𝐼ଶ, … , 𝑆𝐼ே} are collected from the image 
dataset in acquisition phase.  After collecting the 
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input images, the image quality is enhanced to 
facilitate ROI segmentation using the Russell-
Rao index-based statistical region merging 
technique, and to extract significant features. 
Then, the Wald statistical piecewise regression is 
applied to analyze the extracted feature vectors 
with either the ground truth feature vectors or the 
testing feature vectors, thus enabling the 
classification of images into Healthy, 
BrownSpot, Hispa, and LeafBlast categories 
with higher accuracy and minimal time 
consumption.  

 
3.1 Wald statistical Piecewise Regressive 

Multilayer Extreme Learning 
Machine 
The Multilayer ELM is ML method that 

belongs to the type of feedforward neural 
networks.  The main objective of Extreme 
Learning Machine is computational efficiency 
and fast training due to the absence of an 
iterative process. The multilayer extreme 
learning machine architecture includes the 
cascade of numerous processing layers. 

 

 
 
Figure 2 portrays a construction of multilayer 
ELM comprises of input layer, two hidden 
layers, as well as output layer. Designed 
structure did not employ some back-propagation. 
Structural design comprises training samples 
{𝑆௜ , 𝑌௜}  where 𝑆௜ denotes a training samples 
images 𝑆𝐼 = {𝑆𝐼ଵ, 𝑆𝐼ଶ, … , 𝑆𝐼ே}and 𝑌represents 
the preferred output. Each layer consists of 
neurons to transmit input as of single layer to 
another. Activity of neurons is computed as 
below,  

 
Wherever, activity of neurons at input 

layer ‘𝑄’, ‘𝑆𝐼௜’ indicates sample plant rie leaf 

images, 𝜗௜௛represents weight matrix among input 
as well as hidden layer, bias function ‘𝐵௜௛’ 

 

       
Afterward input is transmitted to initial 

hidden layer wherever noisy pixels removed 
from the rice leaf images. By applying this 
process, noisy pixels are effectively removed 
from rice leaf images, resulting in cleaner and 
more accurate images for further analysis.  

In the second hidden layer, ROI 
segmentation involves extracting the regions 
corresponding to the leaves in image processing 
for further analysis or processing. The ROI 
segmentation is performed using Russel–Rao 
indexive statistical region merging. It is an 
algorithm used for image segmentation to 
evaluate the pixel values within a regional based 
on the merging criteria. The merging criterion 
typically refers to the conditions used to combine 
similar pixel intensity. This criterion ensures that 
regions with similar pixel intensity 
characteristics are grouped to provide a 
segmentation results. Let us consider the number 
of pixel intensity represented by  𝑃𝐼 =
{𝑃𝐼ଵ, 𝑃𝐼ଶ , … , 𝑃𝐼௄} and measure the Russel–Rao 
index to merge the similar pixel intensity.  

 
Where, 𝑅𝑅𝐼 denotes a Russel–Rao 

index measure the similarity between the two 
pixel intensity ‘𝑃𝐼௜’ and‘ 𝑃𝐼௝’ , 𝐾 indicates a 
number of pixels within the images.  The 
statistical region method verifies the similarity 
through ‘𝑇𝐻’ as below, 

 
From the above equations (5), 𝑆𝑂 

denotes a segmentation output. If the Russel–
Rao index is better than ‘𝑇𝐻’, segmentation 
provides output as ‘1’. Otherwise, the 
segmentation provides output as ‘0’.  Therefore, 
the similarity greater than the threshold function 
‘𝑇𝐻’ is merged and to form a region. In this way, 
image segmentation is performed.  

After the image segmentation, the 
feature extraction process is performed in third 
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hidden layer. The significant dominant color 
features are extracted for quantifying the 
brightness and intensity of pixels in segmented 
ROI image. The color moments such as mean 
and standard deviation across all pixels in the 
image is computed as given below,  

 

 
 Where, 𝜇௉ூ  denotes a mean value of 
pixels ‘𝑃𝐼 within the ROI image’ and 𝐾indicates 
the number of pixels within the ROI image,  𝜇௉ூ   
indicates a mean value of pixels, 𝜎௉ூ  denotes a 
standard deviation of pixels ‘𝑃𝐼.  

Texture feature is extracted and it 
provides the spatial correlation between the 
pixels'   within the ROI image.    

 
 
Where ’𝑇𝐹’ denotes a texture 

feature,𝑃𝐼௛  denotes a pixel,  𝑃𝐼௄  denotes a 
neighboring pixels,  𝜇௉௛ and 𝜇௉௄specifies a 
mean of the pixels and neighboring pixels, 𝐷௛ 
and 𝐷௄indicates a deviation of the pixels and 
neighboring pixels respectively.  

Finally, the extracted features are 
matched with the ground truth image features or 
testing features in third hidden layer.  It is used 
to assess the classification of the diseases from 
the image using Wald statistical piecewise 
regression. It is ML techniques in which 
association among independent variable (i.e. 
extracted features vector) and dependent variable 
(i.e. testing features vector) is measured based on 
Wald Statistical Test. Based on the statistical 
test, partitioned or classify the image into 
different classes.    

 

        
Where 𝑃𝑅 designates piecewise 

regression outcome,𝑊𝑆𝑇 (𝐹𝑉ா , 𝐹𝑉 )  denotes a 
Wald statistical test between an extracted feature 
vector ‘𝐹𝑉ா’ and testing feature vector ‘𝐹𝑉 ’,  
𝑣𝑎𝑟(𝐹𝑉)   designates a variance between two 
features vector.   Therefore, the extracted feature 
vector closest to the testing feature vector is 

utilized to classify the images as Healthy, Brown 
Spot, Hispa, and Leaf Blast. Output of hidden 
layer is linear permutation of dissimilar 
functions, as follows. 

 
Where,𝐻’ indicates hidden layer output, 

𝛼denotessigmoid activation function of hidden 
neuron, ‘𝜗௛௢ ’ represent weight between the 
hidden and output layer neuron. Finally, 
classified results are obtained at output layer.   In 
this way, accurate plant leaf disease detection is 
performed. The algorithm of Wald statistical 
Piecewise Regressive Extreme Learning 
Machine is given bellow.  

Algorithm 1 outlines the process of predicting 
rice crop leaf disease using the Wald Statistical 
Piecewise Regressive Extreme Learning 
Machine. Initially, rice crop leaves images are 
collected from the dataset are given into the 
neural network's input layer for disease 
prediction. Subsequently, the input leaf images 
undergo preprocessing in the first hidden layer to 
enhance image quality. In the second hidden 
layer, the image segmentation process is 
executed to extract the ROI as of input image. 
Following this, color and texture aspects are 
extorted as of ROI input image. Extracted 
aspects are then forwarded to third hidden layer. 
The Wald statistical test is employed to analyze 
extracted as well as testing feature vectors. 
Based on outcomes of the statistical test, disease 
classification results are obtained at the output 
layer. 
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4. EXPERIMENTAL SETUP 
 
WSPRELM, with conventional 

techniques, dCNN [1] and MRW-CNN [2] are 
implemented in python programming language. 
In order to conduct the experimentation, the 
multi-image rice plant leaf database obtained as 
ofhttps://www.kaggle.com/datasets/shayanriyaz/r
iceleafs. The database comprises the image 
collection of four rice diseases and the dataset is 
divided to training as well as validation.  Each 
folder contains four types of categories are 
presented such as BrownSpot, healthy, hispa and 
LeafBlast. For experimental purposes, sample 
images 200 to 2000 are selected from the dataset. 

 
5.  COMPARATIVE 

PERFORMANCE ANALYSIS 
 
Comparative study of WSPRELM with 

conventional methods is presented. The 
performance analysis employs various metrics.  
Result of every method in these metrics is 
demonstrated during tables as well as graphical 
depictions. 
Rice plant leaf disease identification accuracy: 
it refers to the ratio of correctly detected plant 
leaf diseases from the total number of sample 
images in the dataset. It is given below,  

 
Where, 𝐴𝑐𝑐’ denotes a accuracy ‘𝐴𝑐𝑐’ 

, 𝑇𝑃 denotes a true positive cases, 𝑇𝑁indicates 
true negatives cases, 𝐹𝑃represents false positive,  
false negative ‘𝐹𝑁’. It s calculated in percentage 
(%).  
Precision: it defined to the percentage ratio of 
properly forecasted positive values to total 
number of positive values respectively. The 
formula for precision is give below,  

 
Where, 𝑃𝑟𝑒  denotes a precision rate is 

measured depend on ‘𝑇𝑃’ and ‘𝐹𝑃’ rate 
respectively.  
Recall: It refers to the ratio of precisely 
forecasted positive values to actual positive 
class. It computed as follows,  

 
Where, ‘𝑅𝑒𝑐’ denotes a recall 

rate, 𝑇𝑃represents true positive and‘𝐹𝑁’ 
indicates false negative rate.  

F1-score: it refers to the harmonic mean of 
precision as well as recall to estimate result of 
categorization method. The F-measure calculated 
using the following formula: 

 
Where 𝑃𝑟𝑒  denotes a precision, 𝑅𝑒𝑐’  

denotes a recall rate.   
Rice plant leaf disease identification time: it 
calculated as amount of time taken through 
method to detect rice plant leaf disease. It is 
measured using formulates as below.  

 
Where, 𝐷𝐷௧௜௠௘denotes a disease 

detection time, ‘𝑆௜’ denotes a number of sample 
images, and the actual time consumed in disease 
detection ‘𝑇𝑖𝑚𝑒 (𝐷𝐷)’. It is calculated in 
milliseconds (ms). 

 

 
  
Table 1 illustrates result outcomes of rice plant 
leaf disease recognition accuracy. The 
performance outcomes of CIKF-AISR were 
compared to outcomes of conventional methods. 
Overall comparison results prove that 
WSPRELM increased accuracy by 4% compared 
to [1] and 7% compared to [2]. This 
improvement is achieved due to WSPRELM's 
utilization of a Wald statistical piecewise 
regressive extreme learning machine to analyze 
color and texture features extracted as of ROI 
input image. The extorted aspects are matched 
with testing feature vector using the Wald 
statistical test to detect different classes of plant 
leaf images such as BrownSpot, healthy, hispa, 
and LeafBlast. 
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 Figure 3 illustrates a performance study 
of 𝑃𝑟𝑒in rice crop disease detection. WSPRELM 
demonstrates superior precision performance 
than the two conventional methods. This 
enhancement is attained by integrating Wald 
statistical piecewise regression into an extreme 
learning classifier with higher true positives and 
minimized false positives. WSPRELM improves 
precision performance by 4% compared to [1] 
and by 6% compared to [2]. 
 

 
 
 Table 2 portrays performance study of 
𝑅𝑒𝑐with number of sample images. The 
comparison results showed that the recall 
performance using WSPRELM was enhanced by 
5% and 7% compared to [1] and [2], 
respectively. This improvement is achieved by 
applying Extreme Learning Network, which 
accurately classifies plant crop images, thereby 
improving the accuracy of outcomes. 

 
 
 The graphical analysis presented in 
Figure 4 illustrates the performance analysis. The 
results clearly demonstrate that employing 
WSPRELM yields a higher F1-score compared 
to other methods. This enhancement is 
particularly beneficial in extreme learning 
classifiers, where accurate classification is 
paramount. The overall performance results 
indicate a 4% improvement in the F1-score 
compared to [1] and a 7% improvement 
compared to [2], respectively. 
 Table 3 depicts the graphical 
representation of 𝐷𝐷௧௜௠௘in relation to number of 
rice crop leaf images. However, 𝐷𝐷௧௜௠௘using 
WSPRELM is minimized than the conventional 
techniques. 

 This enhancement is attained by utilization of 
the Russell-Rao index-based statistical region 
merging technique for ROI segmentation and 
feature extraction. From this analysis, the plant 
leaf disease identification time using WSPRELM 
was found to be minimized by 18% and 26% 
compared to [1] and [2], respectively. 
 
 5.1 Difference from Prior Literature 

This study provides nuanced insights 
into the plant leaf disease detection by 
effectively classify the rice plant leaves. Though 
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prior work [1; 2] identified rice leaf diseases, this 
research finds the severity of the disease by 
categorizing the leaf images into Healthy, Brown 
Spot, Hispa, and Leaf Blast. Furthermore, 
contrary to studies [3; 4] that combined CNN to 
achieve minimal cost, this investigation 
demonstrates the reliability and robustness of the 
technique by training larger or additional 
samples, resulting in enhanced crop yield. Also, 
this research segment the disease affected region 
and extract the most contributed primary features 
to get improved disease detection results with 
lesser complexity in contrast to research [8; 18]. 
 
6. CONCLUSION 
 
In this paper, a novel WSPRELM is developed 
to achieve the declared purpose of improving 
plant leaf disease detection by addressing 
problems such as accuracy and time complexity. 
This can be performed by preprocessing, ROI 
and feature extraction and classification process. 
First, preprocessing is employed to improve 
image excellence. With this, quality of the image 
is enhanced. The ROI is segmented by using 
Russell-Rao index-based statistical region 
merging technique to minimize the problem of 
time consumption of disease detection. 
Following this, extract color as well as features 
as of leaf images. With extracted feature vector, 
Wald statistical piecewise regression is applied 
for classifying the different diseases with higher 
accuracy. Comprehensive performance analysis 
is conducted using different metrics. 
Comparative results also prove that the presented 
WSPRELM achieves higher accuracy as 93.26% 
in rice plant leaf disease identification. There 
also notable improvement in precision as 0.942, 
recall as 0.948 and f1-score as 0.944. Moreover, 
rice plant leaf disease detection time is also 
minimized as 132.66 ms compared to existing 
methods. 

As the rice is a vital crop for global 
food security, the paper on rice plant leaf disease 
detection is extremely interesting or relevant to 
an international audience. Diseases affecting rice 
have important economic and environmental 
impacts. By introducing automatic mechanism 
for rice plant leaf disease detection, the paper 
gives benefit for agricultural systems globally. 
Its potential applications in improving crop 
health, particularly in regions greatly based on 
rice production, make it of specific interest to 
researchers, agricultural experts, and 

technologists working toward sustainable 
farming solutions on a global scale. 
 
REFERENCES  
 
[1] Mehedi Hasan Bijoy, Nirob Hasan, Mithun 

Biswas, Suvodeep Mazumdar, Andrea 
Jimenez, Faisal Ahmed, Mirza 
Rasheduzzaman, And Sifat Momen, 
“Towards Sustainable Agriculture: A Novel 
Approach for Rice Leaf Disease Detection 
Using dCNN and Enhanced Dataset”, IEEE 
Access ,  Volume 12, 2024, Pages 34174 – 
34191. 
DOI: 10.1109/ACCESS.2024.3371511 

[2]Diana Susan Joseph, Pranav M. Pawar, 
Kaustubh Chakradeo, “Real-Time Plant 
Disease Dataset Development and Detection 
of Plant Disease Using Deep Learning”, 
IEEE Access Volume  12, 2024, Pages 
16310 – 16333. 
DOI: 10.1109/ACCESS.2024.3358333 

[3]Yang Lu, Xiaoxiao Wu, Pengfei Liu, Hang 
Li, Wanting Liu, “Rice disease identification 
method based on improved CNN-BiGRU”, 
Artificial Intelligence in Agriculture, 
Elsevier, Volume 9, September 2023, Pages 
100-109. 
https://doi.org/10.1016/j.aiia.2023.08.005 

[4]Sanasam Premananda Singh, Keisham 
Pritamdas, Kharibam Jilenkumari Devi, 
Salam Devayani Devi, “Custom 
Convolutional Neural Network for Detection 
and Classification of Rice Plant Diseases”, 
Procedia Computer Science, Elsevier, 
Volume 218, 2023, Pages 2026-2040. 
https://doi.org/10.1016/j.procs.2023.01.179 

[5]Anshuman Nayak, Somsubhra Chakraborty, 
Dillip Kumar Swain, “Application of 
smartphone-image processing and transfer 
learning for rice disease and nutrient 
deficiency detection”, Smart Agricultural 
Technology, Elsevier, Volume 4, August 
2023, Pages 1-
12.https://doi.org/10.1016/j.atech.2023.1001
95 

[6]Diana Susan Joseph, Pranav M. Pawar, 
Kaustubh Chakradeo, “Real-Time Plant 
Disease Dataset Development and Detection 
of Plant Disease Using Deep Learning”, 
IEEE Access,  Volume  12, 2024, Pages 
16310 – 16333. 
DOI: 10.1109/ACCESS.2024.3358333 

[7]Md Taimur Ahad, Yan Li, Bo Song, Touhid 
Bhuiyan, “Comparison of CNN-based deep 
learning architectures for rice diseases 



 Journal of Theoretical and Applied Information Technology 
28th February 2025. Vol.103. No.4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1164 

 

classification”, Artificial Intelligence in 
Agriculture, Elsevier, Volume 9, September 
2023, Pages 22-35. 
https://doi.org/10.1016/j.aiia.2023.07.001 

[8]P. Isaac Ritharson, Kumudha Raimond, X. 
Anitha Mary, Jennifer Eunice Robert, 
Andrew J, “DeepRice: A deep learning and 
deep feature based classification of Rice leaf 
disease subtypes”, Artificial Intelligence in 
Agriculture, Elsevier, Volume 11, March 
2024, Pages 34-49. 
https://doi.org/10.1016/j.aiia.2023.11.001 

[9]Md. Sakib Hossain Shovon, Shakrin Jahan 
Mozumder, Osim Kumar Pal, M. F. Mridha, 
Nobuyoshi Asai, And Jungpil Shin, 
“PlantDet: A Robust Multi-Model Ensemble 
Method Based on Deep Learning For Plant 
Disease Detection”, IEEE Access , Volume 
11, 2023, Pages 34846 – 34859. 
DOI: 10.1109/ACCESS.2023.3264835 

[10]Rutuja R. Patil,  Sumit Kumar, “Rice-
Fusion: A Multimodality Data Fusion 
Framework for Rice Disease Diagnosis”, 
IEEE Access, Volume 10, 2022, Pages 5207 
– 5222. 
DOI: 10.1109/ACCESS.2022.3140815 

[11]N. Bharanidharan,  S. R. Sannasi 
Chakravarthy, Harikumar Rajaguru , V. 
Vinoth Kumar, . R. Mahesh, And Suresh 
Guluwadi, “Multiclass Paddy Disease 
Detection Using Filter-Based Feature 
Transformation Technique”, IEEE Access, 
Volume 11, 2023, Pages 109477 – 109487. 
DOI: 10.1109/ACCESS.2023.3322587 

[12] Meenakshi Aggarwal,Vikas Khullar,Nitin 
Goyal,Abdullah Alammari,Marwan Ali 
Albahar  andAman Singh, “Lightweight 
Federated Learning for Rice Leaf Disease 
Classification Using Non Independent and 
Identically Distributed Images”, 
Sustainability,  Volume 15, Issue 16, 2023, 
Pages 1-20. 
https://doi.org/10.3390/su151612149 

[13]Ruyue Li, Sishi Chen, Haruna Matsumoto, 
Mostafa Gouda, Yusufjon Gafforov, 
Mengcen Wang & Yufei Liu, “Predicting 
rice diseases using advanced technologies at 
different scales: present status and future 
perspectives”, aBIOTECH, Springer, 
Volume 4, 2023, Pages 359–371. 
https://doi.org/10.1007/s42994-023-00126-4 

[14]Alessandro Benfenati, Paola Causin, Roberto 
Oberti & Giovanni Stefanello, 
“Unsupervised deep learning techniques for 
automatic detection of plant diseases: 

reducing the need of manual labelling of 
plant images”, Journal of Mathematics in 
Industry, Springer, Volume 13, 2023, Pages 
1-16.https://doi.org/10.1186/s13362-023-
00133-6 

[15]K. S. Archana, S. Srinivasan,  
S. Prasanna Bharathi,  R. Balamurugan,  
T. N. Prabakar,  A. Sagai Francis Britto, “A 
novel method to improve computational 
and classifcation performance of rice plant 
disease identification”, The Journal of 
Supercomputing, SpringerVolume 78, 2022, 
Pages 8925–8945. 
https://doi.org/10.1007/s11227-021-04245-x 

[16] Md. Manowarul Islam, Md Abdul Ahad 
Adil, Md. Alamin Talukder, Md. Khabir 
Uddin Ahamed , Md Ashraf Uddin, Md. 
Kamran Hasan, Selina Sharmin, Md. 
Mahbubur Rahman, Sumon Kumar Debnath, 
“DeepCrop: Deep learning-based crop 
disease prediction with web application”, 
Journal of Agriculture and Food Research, 
Elsevier, Volume 14, 2023, Pages 1-
11.https://doi.org/10.1016/j.jafr.2023.10076
4 

[17]Santosh Kumar Upadhyay,  Avadhesh 
Kumar, “A novel approach for rice plant 
diseases classification with deep 
convolutional neural network”, International 
Journal of Information Technology, 
Springer, Volume 14, 2022, Pages 185–199. 
https://doi.org/10.1007/s41870-021-00817-5 

[18]Ghazanfar Latif, Sherif E. Abdelhamid, 
Roxane Elias Mallouhy, Jaafar Alghazo  and 
Zafar Abbas Kazimi, “Deep Learning 
Utilization in Agriculture: Detection of Rice 
Plant Diseases Using an Improved CNN 
Model”, Plants,  Volume 11,  Issue 17 , 
2022, Pages 1-17. 
https://doi.org/10.3390/plants11172230 

[19]Yunusa Haruna, Shiyin Qin and Mesmin J. 
Mbyamm Kiki , “An Improved Approach to 
Detection of Rice Leaf Disease with GAN-
Based Data Augmentation Pipeline”, 
Applied Sciences,  Volume 13,  Issue 3,  
2023, Pages 1-
22.https://doi.org/10.3390/app13031346 

[20]Nermeen Gamal Rezk, Abdel-Fattah Attia, 
Mohamed A. El-Rashidy, Ayman El-Sayed 
& Ezz El-Din Hemdan, “An Efficient Plant 
Disease Recognition System Using Hybrid 
Convolutional Neural Networks (CNNs) and 
Conditional Random Fields (CRFs) for 
Smart IoT Applications in Agriculture”, 
International Journal of Computational 



 Journal of Theoretical and Applied Information Technology 
28th February 2025. Vol.103. No.4 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1165 

 

Intelligence Systems Springer, Volume 15, 
2022, Pages 1-
21.https://doi.org/10.1007/s44196-022-
00129-x 

[21]V. Malathi, M. P. Gopinath, Manoj Kumar ,  
Shashi Bhushan , and Sujith Jayaprakash, 
“Enhancing the Paddy Disease 
Classification by Using CrossValidation 
Strategy for Artificial Neural Network over 
Baseline Classifiers”, Journal of Sensors, 
Hindawi, Volume 2023,  April 2023, Pages 
1-13. https://doi.org/10.1155/2023/1576960 

[22]Tingzhong Wang , Honghao Xu, Yudong 
Hai, Yutian Cui, and Ziyuan Chen, “An 
Improved Crop Disease Identification 
Method Based on Lightweight 
Convolutional Neural Network”, Journal of 
Electrical and Computer Engineering, 
Hindawi, Volume 2022, April 2022, Pages 
1-16. https://doi.org/10.1155/2022/6342357 

[23]Sk Mahmudul Hassan, Arnab Kumar Maji, 
“Plant Disease Identification Using a Novel 
Convolutional Neural Network”, IEEE 
Access, Volume 10, 2022, Pages 5390 – 
5401. 
DOI: 10.1109/ACCESS.2022.3141371 

[24]Hua Yang, Xingquan Deng, Hao Shen, 
Qingfeng Lei , Shuxiang Zhang and Neng 
Liu, “Disease Detection and Identification of 
Rice Leaf Based on Improved Detection 
Transformer”, Agriculture,  Volume 13, 
Issue 7, 2023, Pages 1-
17.https://doi.org/10.3390/agriculture13071
361 

[25]Rajesh Yakkundimath, Girish Saunshi, 
Basavaraj Anami & Surendra Palaiah, 
“Classification of Rice Diseases using 
Convolutional Neural Network Models”, 
Journal of The Institution of Engineers 
(India): Series B, Springer, Volume 103, 
2022, Pages 1047–1059. 
https://doi.org/10.1007/s40031-021-00704-4 

[26]Zhao Zhang, Quan Gao, Lirong Liu,  Yun 
He, “A High-Quality Rice Leaf Disease 
Image Data Augmentation Method Based on 
a Dual GAN”,IEEE Access ,  Volume 11, 
2023, Pages 21176 – 21191. 
DOI: 10.1109/ACCESS.2023.3251098 

[27]S. Pudumalar, S. Muthuramalingam, “Hydra: 
An ensemble deep learning recognition 
model for plant diseases”, Journal of 
Engineering Research, Elsevier, 2023, Pages 
1-2.https://doi.org/10.1016/j.jer.2023.09.033 

 

[28]Ammar Kamal Abasi, Sharif Naser 
Makhadmeh, Osama Ahmad Alomari, 
Mohammad Tubishat and Husam Jasim 
Mohammed, “Enhancing Rice Leaf Disease 
Classification: A Customized Convolutional 
Neural Network Approach”, Sustainability, 
Volume 15, Issue 20, 2023, Pages 1-
18.https://doi.org/10.3390/su152015039 

[29]Imane Bouacida , Brahim Farou, Lynda 
Djakhdjakha, Hamid Seridi,  Muhammet 
Kurulay, “Innovative deep learning 
approach for cross-crop plant disease 
detection: A generalized method for 
identifying unhealthy leaves”, Information 
Processing in Agriculture, Elsevier, 2024, 
Pages 1-
14.https://doi.org/10.1016/j.inpa.2024.03.00
2 

[30]Manoj Agrawal and Shweta Agrawal, “Rice 
plant diseases detection using convolutional 
neural networks”, International Journal of 
Engineering Systems Modelling and 
Simulation, Volume 14, Issue 1, 2022, Pages 
30-42.  
https://doi.org/10.1504/IJESMS.2023.12739
6 

 
 
 


