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ABSTRACT 
 
Mobile Edge Cloud Computing (MECC) is a developing distributed processing method, which delivers 
access to CC services at the network’s edge and closer mobile operators. In a speedily varying and dynamic 
environment, it is very cruel to discover the optimum target server for managing unloaded tasks since we 
don’t recognize the end user’s demand further. By offloading tasks at the network's edge rather than 
transmitting them to a remote cloud, MECC can recognize flexibility and actual handling. In the present 
study, the varying desires of Internet of Things (IoT) applications at dissimilar phases are often neglected in 
the context of computation offloading. This study introduces fuzzy rule-based decision-making for task 
offloading approach (FRBDM-TOLA) technique on multi-tier MECC systems. Initially, the presented 
FRBDM-TOLA technique uses fuzzy clustering algorithms like Fuzzy C-Means (FCM) to categorize tasks 
into fuzzy subcategories based on their attributes, intensity levels, and temporal aspects. Moreover, the 
developed method employs the Hybrid Fuzzy-Neural Network (HFNN) approach to select the most suitable 
target node for the offloading of tasks depending on latency sensitivity function, server capacity, and the state 
of the network. The HFNN is a hybrid of the FL and the NN used for the rule generation with reference to 
the intensity level and traffic flow. FL can claim linguistic comments and uncertainties and neural networks 
can take up complex patterns from the data offered to them. With the aim to improve the performance of the 
HFNN method the FRBDM-TOLA technique employs Spotted Hyena Optimizer (SHO) for hyperparameter 
optimization. The developed models optimally employ processes of classification and clustering so as to 
increase classification accuracy of evaluating network traffic data.  
Keywords: Fuzzy Logic, Internet of Things, Mobile-Edge Cloud Computing, Spotted Hyena Optimizer, Task 

Offloading.  
 
 
1. INTRODUCTION  
 

In the past years, the rise and progress of 
Internet of Things (IoT) applications used in many 
fields namely Virtual Reality (VR), Online Gaming, 
Augmented Reality (AR), and Multimedia 
Streaming as directed to the growth of 
communication technologies and the online-based 
distributing computed outlook [1]. IoT devices are 
considered to be the key platform, and they undergo 
small storage, battery life, and computing resources 
to execute delay-sensitivity IoT uses [2]. To find out 
the limits stated above, edge computing was uplifted 
to extend the cloud computing techniques to bring 
the resources abilities close to the end-user at the 
margin of the networks for attaining small delay and 
live admission to the network service areas. To 

achieve this, it needs IoT applications to be off-
loaded and it has been performed through edge 
servers instead of attending by distant cloud servers 
[3]. Computation off-loading is achieved between 
cloud servers, IoT devices, and edge servers, 
somewhere it is pleased based on several Quality of 
Service (QoS) desires in IoT applications such as 
privacy, load balancing energy management, and 
data security [4]. Even though a few earlier studies 
have utilized machine learning (ML) techniques to 
contract with the computation off-loading in the 
Mobile Edge Cloud Computing (MECC) 
surroundings, additional efforts are required to help 
IoT uses in the MECC eco-system powerfully. 
Considering edge servers, application performance 
is larger or has fewer black boxes, which makes it 
tough in design time to describe ideal regulations [5]. 
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Still, in more situations, application designers have 
little bits of knowledge of the edge framework. 
Alternatively, due to active alterations for using and 
accessing the IoT applications in time, which 
requires that the edge servers auto-scaling plan 
contracts with the work-loaded variation of IoT use 
for providing the preferred presentation at 
implementation time difficult tasks to be considered 
[6]. In the end, they studied the united computation 
off-loading and auto-scaling device for helping IoT 
applications in the MECC environments. 

Earlier off-loading jobs to the edge or cloud, it 
is necessary to cautiously consider the open 
resources and requirements [7]. Still, edge-cloud 
computing are active and resource-restricted 
atmosphere. Hence, to make the best result for tasks 
off-loading based on the obtainable resources is a 
serious problem. Task off-loading is the method of 
transporting tasks or workloads from nearby devices 
to distant devices, like servers or cloud resources, to 
increase the presentation and efficiency of the partial 
devices. Off-loading tasks may outcome in improved 
delay and energy intake while edge servers can have 
only a small computing ability, which can directly 
improve computational response time. It is essential 
to examine this trade-off before concluding. 5G 
networks using great masses can also have 
experienced advanced communication delay [8]. Co-
operative job off-loading is a method applied in 
edge-cloud systems to increase the presentation of 
circulated systems. In this distributing method, tasks 
are divided between devices in the networks namely 
cloud servers and edge devices, to enhance resource 
utilization and to decrease the amount of work on 
separate devices [9]. Several researches have been 
directed on the subject of computational off-loading 
in edge-cloud systems. Still, owing to the different 
necessities of end devices and the small data only 
accessible around wireless stations, bandwidth, and 
computational resources, it is thought-provoking to 
project an ideal off-loading approach [10]. Figure 1 
portrays the structure of a multi-tier MECC system. 

 

Figure 1: Architecture of Multi-Tier MECC Systems 

This study introduces fuzzy rule-based 
decision-making for task offloading approach 
(FRBDM-TOLA) technique on multi-tier MECC 
systems. Initially, the presented FRBDM-TOLA 
technique uses fuzzy clustering algorithms like 
Fuzzy C-Means (FCM) to categorize tasks into fuzzy 
subcategories based on their attributes, intensity 
levels, and temporal aspects. Also, the developed 
method utilizes the Hybrid Fuzzy-Neural Network 
(HFNN) technique to choose the best target node for 
task offloading based on latency sensitivity, server 
capability, and the conditions of the network. The 
HFNN is a hybrid method, which unites fuzzy logic 
(FL) and neural networks for rule generation, 
examining intensity levels and traffic patterns. To 
enhance the performance of the HFNN method, the 
FRBDM-TOLA technique uses a spotted hyena 
optimizer (SHO) algorithm for hyperparameter 
tuning. The mathematical outcome shows that the 
FRBDM-TOLA model has superior performance 
and scalability for dissimilar processes than the 
present advanced models. 

 
2. REVIEW OF LITERATURE  

 
Tolba et al. [11] introduce a joint user 

association, task offloading strategy, and service 
caching to decrease delay and increase users' QoS 
from multi-tier communication and multi-tier edge 
computing heterogeneous networks (HetNets) 
method. The respected method contains multi-users 
by various service data sizes and tasks that 
communicate HetNets from one macro base station 
(BS) many multiple-input multiple-output (M-
MIMO) and a few small BSs. In [12], computation 
offloading and resource allocation (RA) are assumed 
for multi-user multi-UAV-enabled MECC methods. 
Primarily, an effective computation offloading and 
RA method is presented for multi-user multi-UAV-
enabled MECC methods. Additionally, the network 
uses multi-level MEC technology to produce 
computational abilities at the border of RAN. In 
[13], a novel compression safety and energy-aware 
task offloading method was presented. Especially, 
the first method presents an effective layer of 
compression to decrease the communication data 
smartly on the channel. Moreover, the security 
problem is addressed by a novel layer of security that 
depends on the AES cryptographic method offered 
to defend offloaded and sensitive data from various 
vulnerabilities. Afterward, compression of data, 
security, and task offloading are mutually expressed 
as mixed integer issues whose aim is to decrease the 
total energy of the method over latency restraints. 
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In [14], a multi-access edge computing network 
method containing numerous IoT and BS devices is 
created. Combined optimization of BS pricing, IoT 
device BS election, and task offloading approaches 
are aimed to increase BS income and IoT device 
services. Limin and Ke [15] presented an isolated 
multi-tier computing network that looks similar to 
real-world circumstances when related to other 
research. DQN is a reinforcement learning (RL) 
approach that leverages DNN to elevate decision-
making in consecutive decision tasks. In [16], a 
mobile CC can be offered as a suggested solution. 
Later, the edge-CC model is presented and widely 
helps to reduce the problems. However, the existing 
task offloading methods allow UAVs to implement 
their intense tasks at the combined edge server, 
causing too many loads owing to enormous UAV 
counts increasing the delay. 

In [17], a heterogeneous structure is an 
advanced method to improve the energy efficiency 
of mobile phones through analyzing parameters 
namely non-task and task offloading, radio access 
networks remote cloud servers, and local cloudlets. 
This work presents a task offloading structure that 
utilizes a new approach, the Hybrid Red Fox Flow 
Direction-based Ensemble SVM Forest method, 
parameter methods and scheduling tasks are 
improved in offloading CC circumstances. In [18], a 
fuzzy-based method with an optimum inference 
method has been recommended to create an 
appropriate offloading decision. The suggested 
method uses a Regression Tree (CART) and 
Classification method at the inference engine by 
decreased time complexity, conventional fuzzy-
based offloading methods were demonstrated to be 
more effective. 

 
3. METHODOLOGY 

In this study, we have introduced a FRBDM-
TOLA technique on multi-tier MECC systems. The 
main purposes of the FRBDM-TOLA technique 
comprise three distinct processes FCM-based task 
categorization, HFNN-based task offloading, and 
SHO-based hyperparameter tuning processes. 
Figure 2 represents the entire flow of the FRBDM-
TOLA technique. 

 

Figure 2: Overall flow of FRBDM-TOLA technique 

3.1 Problem Statement 
In MEC‐enabled systems, the main challenging 

issue is task offloading due to the restricted 
computing resources and delay restriction [19]. 
Furthermore, congestion is initiated by offloading 
manifold tasks from numerous consumers to similar 
edge servers. A huge number of consumers’ 
processing tasks on the MEC server are currently 
queued and waiting for execution. As an outcome, 
for every task, the processing delay is extensive due 
to overload. Hence, it is not a superior choice always 
to remove the task of computing to the nearby edge 
server. Already, the edge node l is overloaded owing 
to user desires. For processing, the overload tasks 
were furthered to the remote cloud. On the other 
hand, edge node 2 is slightly overloaded and many 
sources are obtainable to progress the computing 
task. This node can certainly overwhelm this issue 
for edge node l without distributing the tasks to the 
remote cloud. In the current 5𝐺 system, several edge 
servers have been used near user devices in a sort of 
mobile communication. So, consumers have 
numerous choices to offload tasks to the closest edge 
servers for getting services. Numerous edge servers 
are accessible in the MEC network, so it will be a 
challenging task to choose which best edge server 
for task offloading. Therefore, the project of an 
effective task-offloading device was significant 
since 𝑄𝑜𝑆 differs in the task-offloading choices. The 
major challenges met when offloading tasks in the 
MEC network are given below: 

1. Must remote or edge servers be utilized to 
offload the tasks of computing?  

2. What is the ideal edge server for offloading 
the task? 

To noticeably recognize the offloading issue. 
This system contains 𝑀 = {1,2,3, … , 𝑀} small base 
station (SBS), and one server of MEC was used in 
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every SBS. 𝑇 = {1,2,3, … , 𝑇} independent tasks and 
𝑁 = {1,2,3, … , 𝑁} user devices from every user are 
accessible. We signify the computing ability as 𝔯௠௘௖ , 
and the server collects its mobile capacity from users 
𝑁, 𝜑ଵ, 𝜑ଶ, … , 𝜑௡. Depending upon the user device's 
ability, few tasks have been implemented near the 
device, and the excess tasks were offloaded to a 
MEC local server. When (𝛴𝜑 > 𝔯௠௘௖), then it is 
cruel to perform additional tasks on this server. So, 
task 2 fails owing to the extreme workload. To 
discover the nearby SBS and remote cloud, we 
detected the following: 

1. To overwhelm the MEC local server overload 
issue and use the nearby MEC server with the remote 
cloud, we insert a layer of orchestrator organization 
for effective task offloading amongst MEC servers 
in the cloud. 

2. To choose whether task offloading is highly 
effective by a local server of MEC, a remote cloud, 
or a neighboring server depends upon the sensitivity 
of delay, size of the task, and network condition.  

3. The rate of effectively implemented tasks will 
increase, and the task end time is much decreased by 
task offloading together between the remote cloud 
and MEC server. 

 
3.2 FCM-based Task Categorization 

Initially, the presented FRBDM-TOLA 
technique uses fuzzy clustering algorithms like FCM 
to categorize tasks into fuzzy subcategories based on 
their attributes, intensity levels, and temporal 
aspects. The generally utilized fuzzy clustering 
algorithm is the FCM-based algorithm [20]. It is 
created on reduction of the subsequent objective 
function, with esteem to ∪, a fuzzy 𝑐-partition of the 
dataset, to 𝑉, a 𝐾 set prototypes: 

𝐽௠(𝑈, 𝑉) = ∑ ∑ 𝑢௜௝
௠௖

௜ୀଵ
௡
௝ୀଵ ‖𝑋௜ − 𝑉௜‖

ଶ, 1 <

𝑚 < ∞                                    (1) 

Here, 𝑚 denotes a real value bigger than 1;  𝑈𝑖𝑗 
represents the degree of membership 𝑋𝑗 in the 
𝑗 cluster, 𝑋𝑗 represents the 𝑗𝑡ℎ of 𝑑‐dimension 
evaluated input data, 𝑉𝑖 refers to the center of the 
group, and || ∗ ‖ refers to any norm stated the 
resemblance among any dignified data and center. A 
fuzzy partition is implemented over an iterative 
optimizer of Eq. (1) with the upgrade of membership 
𝑈𝑖𝑗 and the cluster center 𝑉𝑖 by: 

𝑈௜௝ =

   
ଵ

∑ ቆ
ೌ೔ೕ

೏೔ೕ
ቇ

మ
೘షభ

೎
ೖసభ

                                                                 

(2) 

𝑣௜ =
∑ ௎೔ೕ

೘೙
ೕసభ ௫ೕ

∑ ௎೔ೕ
೘೙

ೕసభ

                                       (3) 

In this iteration, the criteria will end if maxij 
|𝑈𝑖𝑗 − 𝑈෡𝑖𝑗| < 𝜀, while 𝜀 denotes a stop criterion 
among 0 and 1, similarly the highest number of 
iteration cycles can be employed as a stop criterion. 
3.3 HFNN-based Optimal Target Node Selection 
for Task Offloading 

Next, the developed method utilizes the HFNN 
technique to choose the best target node for task 
offloading. Fuzzy rule‐based methods are built on 
FS theory, whose main objective is to utilize fuzzy 
IF‐THEN rules to signify the human expert’s 
knowledge [21]. Future, other options were 
proposed to make the fuzzy rule‐based method 
without the involvement of human professionals. 
These techniques are mechanically generated using 
learning models. Many proposals are accessible to 
accept this learning task like space partition-based 
models, gradient descendent learning models, 
heuristic procedures, and neural‐fuzzy methods 
among others. Along with a range of learning models 
to be used, the fuzzy reasoning constitution must be 
chosen. Depending on the kinds of fuzzy IF‐THEN 
rules and fuzzy reasoning, many neuro‐fuzzy 
inference models are divided into 3 kinds such as 
Takagi‐Sugeno, Mamdani, and Tsukamoto. In this 
work, we utilize the Mamdani method, whose 
foremost benefits are interpretability, linguistic 
variables, and identification capacity. In the 
Mamdani method, fuzzy IF‐THEN rules contain 
below given method: 
𝐼𝑓(𝑋ଵ 𝑖𝑠 𝐴ଵ 𝑎𝑛𝑑 ⋯ 𝑎𝑛𝑑 𝑋௡ 𝑖𝑠 𝐴௡) 𝑡ℎ𝑒𝑛 𝑌 𝑖𝑠 𝐵,                           

(4) 
Here, 𝑋௜ and 𝑌 denote the input and output of 

linguistic variables, respectively; 𝐴௜ and 𝐵 represent 
the linguistic values. 

The classical structure of the Mamdani method 
has 4 components knowledge base, fuzzification, 
defuzzifier, and inference engine. The fuzzification 
module converts the input into linguistic value. The 
knowledge base contains a dataset with the 
definition of FS and a rule base covering the fuzzy 
IF‐THEN rules. The knowledge-based system 
accepts the learning procedure by utilizing the input 
data and fuzzy rule. Lastly, the defuzzifier decrypts 
the values of linguistics into an output. 

Fuzzy neural networks unite artificial neural 
networks (ANN) with fuzzy rule‐based methods. It 
is set upon the formation of a neural network and the 
learning model is employed to adjust the parameters 
in the fuzzy method. Between the dissimilar models 
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accessible to unite neural networks and fuzzy 
systems, in this study, we will utilize a hybrid neural 
fuzzy inference system (HyFIS). HyFIS is a multi-
layer neural networks‐based fuzzy method with 5 
layers. The node function and semantic meaning in 
this network are described. In layer1, the nodes are 
input, which signifies an input linguistic variable. In 
the layer, every node is only linked to layer2 nodes 
that signify the linguistic value of an equivalent 
linguistic variable. In layer2, the nodes perform as 
membership functions to signify particular linguistic 
variables. Then, the input values are served to layer2 
which computes the membership degree. This was 
executed utilizing the Gaussian membership 
function with dual parameters such as width or 
variance (𝜎ଶ) and center or mean (c). 

𝜇𝐴(𝑥) = 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑥; 𝑐, 𝜎) =

𝑒
(௫ି௖)మ

ఙమ
                                                  (5) 

At first, in this layer, a connection weight is the 
membership and unity functions, which are spread 
out similarly done the weight space. In this node, the 
output function is the degree to an assumed 
membership function:  

𝑦௜
ூூ

= 𝑒
(𝑥 − 𝑐)ଶ

𝜎ଶ
,                                               (6)                          

Whereas, 𝜎ଶ and 𝑐 denote the parameters. As 
these parameters modify, the bell‐shaped function 
differs, therefore displaying numerous methods of 
membership function on the linguistic label. In 
layer3, every node signifies a probable IF‐portion of 
a fuzzy rule. The weights have been fixed to unity. 
In this layer, the nodes achieve the AND process. So, 
every node custom a fuzzy rule base. The 
mathematical formulation is mentioned below: 
𝑦௝

௠

= min
௜∈ூೖ

(𝑦௜
ூூ),                                                          

(7) 

Here, 𝐼௝ denotes the set of indices in layer2, 
which are linked to node 𝑗 in layer3, and 𝑦௜

ூூ  refers 
to the output of node 𝑖. 

In layer 4, a node signifies a probable THEN‐
part of a fuzzy rule and every node executes the 
fuzzy OR process for incorporating the area rules 

foremost to the similar output linguistic variable. 
The node activation signifies the grade to which this 
function of membership is reinforced by every fuzzy 
rule collectively. The early connection weights 
among layer3 and layer4 have been chosen at 
random in the range of [−1, +1]. The functions of 
this layer are stated below: 

𝑦୩
୍୚ =

max
௝∈ூೖ

(𝑦௝
ூூூ𝑤௞௝

ଶ ),                                                         

(8) 

whereas 𝐼௞ denotes the set of node indices in 
layer3, which are related to the node 𝑘 in layer4. 
Every rule is initiated to a definite degree signified 
by the sharpened weight value. Layer5 signifies the 
output variable. These links and nodes enclosed to 
them perform as defuzzifier. A node calculates a 
hard output signal utilizing the Centre of Gravity 
model: 

𝑦௟
௏ =

∑ ௬ೖ
಺ೇ 

಼∈಺೗
ఙ೗ೖ௖೗ೖ

∑ ௬ೖ
಺ೇ 

ೖ∈಺ೖ
ఙೖ

,                                                    

(9) 

Here, 𝐼௧ denotes the set of indices in layer4 are 
linked to the node 𝑙 in layer5; 𝑐௟௞ and 𝑠௟௞ represent 
the centroid and width, respectively; 𝑘 signifies the 
output linguistic value. The weights from the nodes 
in layer5 to layer4 are unity. Hence, learnable 
weights are 𝑤௞௝𝑠 among layers3 and layer4. 

The learning method in HyFIS contains dual 
stages. The initial stage is the structure learning 
utilizing the knowledge acquisition unit. Parameter 
learning is the 2nd stage for tuning the membership 
function to attain a chosen level of efficiency. 
Simplicity is the main benefit of adapting the fuzzy 
rule and novel data turn into accessible. 

In the stage of rule-finding, a set of fuzzy rules 
from the chosen input or output sets has been 
produced. Then these fuzzy rubrics are employed for 
defining the formation of the neuro‐fuzzy method in 
the HyFIS. Therefore, the initial stage contains 
separating the input and output space into fuzzy 
areas. Next, they are produced from assumed data 
sets. Lastly, a grade is given to every regulation. 

In the stage of parameter learning, once the 
fuzzy rules have been recognized, the entire 
structure of the network is definite. Next, the system 
arrives at the 2nd learning stage to ideally alter the 
parameter of the membership function. Also, the 
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gradient learning algorithm was used to minimize 
error function 𝐸: 

𝐸 =
ଵ

ଶ
∑ ∑ (

௤
௟ୀଵ

 
௫ 𝑑௟ −

𝑦௟
௏)ଶ,                                                (10) 

Whereas, 𝑞 denotes the numerous nodes in 
layer5; 𝑑௟ and 𝑦௟

௏  represent the outputs of the target 
and actual node 𝑙 for an input 𝑋. Figure 3 depicts the 
infrastructure of HFNN. 

 

Figure 3: Structure of HFNN 

3.4 Hyperparameter Tuning using SHO 
Algorithm 

Eventually, the FRBDM-TOLA model utilizes 
the SHO technique for hyperparameter tuning to 
enhance the performance of the HFNN method. The 
SHOA is a novel optimizer algorithm based on the 
natural cooperative and adaptive behaviors 
ascertained in spotted hyenas [22]. Leveraging the 
collaborative, adaptable, and persistent hunting 
strategies of spotted hyenas, SHOA functions on a 
population‐based technique, which simulates the 
collective quest for a solution comparable to a group 
of hyenas searching for food. SHOA incorporating 
global and local search techniques, combines 
adaptable operators and parameters to optimize 
efficiency across different fields of optimization 
such as machine learning, engineering design, and 
image processing. 
Prey encircling  

The strategy includes position adjustment of the 
spotted hyena according to the search factor for 
effectively locating the optimum solution. These 
behaviors are mathematically characterized as 
follows: 

𝐹௛௣ = ห𝑏 ∗ 𝑢௣(𝑘) −

𝑢௛(𝑘)ห                                                      (11) 

𝑢௛(𝑘 + 1) = 𝑢௣(𝑘) − 𝑐 ∗

𝐹௛௣                                                  (12) 

Where 𝐹௛௣ refers to the distance between the 
spotted hyena and the target prey. 𝑢௣ and 𝑢௛ are the 
location vectors of the prey and the spotted hyenas. 
𝑘 is a variable representing the existing iteration, and 
𝑏 and 𝑐 are the coefficient vectors. 

𝑏 =
2𝑢௥ଵ                                                                      

(13) 
𝑐 = 2𝑚 ∗ 𝑢௥ଶ −

𝑚                                                         (14) 

𝑚 = 5 − ൬𝐼𝑡𝑒𝑟 ∗

ቀ
ହ

ூ௧௘௥೘ೌೣ
ቁ൰                                           (15) 

Where = 0,1,2, … … … . 𝐼𝑡𝑒𝑟௠௔௫ . 𝑢௥ଶ and 𝑢௥ଶ 
are random vectors in[0, 1]. 𝑚 is a variable that 
decreases linearly from 5 to 0 
Hunting 

The hunting strategies include assessing the 
total count of spotted hyenas and evaluating the 
spotted hyena's position about its optimum spot of 
the prey. This can be mathematically stated in the 
following: 

𝐹௛௣ = ห𝑏 ∗ 𝑢௣௙௜௡௘௦௧(𝑘) −

𝑢௛௙௜௡௘௦௧(𝑘)ห                                        (16) 

𝑢௛௙௜௡௘௦௖ = 𝑢௣௙௜௡௘௦௧ − 𝑐 ∗

𝐹௛௣                                                    (17) 

𝐷𝑝௛ = 𝑢௛,௙௜௡௘௦௧ + 𝒰௛,௙௜௡௘௦௧ + 1 +

⋯ … … … 𝒰௛௙௜௡௘௦௧ + 𝑛௛                   (18) 

In this case, the optimum location of the spotted 
hyena about its prey is represented as 𝑢௣௙௜௡௘௦ఛ, and 
an alternative location for the hyena is represented as 
𝑢௛௙௜௡௘௦௖ . 𝑛௛ is the overall amount of spotted hyenas. 
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𝑛௛ =

𝑒௡(𝑢௣,௙௜௡௘௦௧)𝑢௣,௙௜௡௘௦௧ାଵ)𝑢௣,௙௜௡௘௦௧ାଶ, … … … … ൫𝑣௣,௙௜௡௘௦௧ା௚൯             

(19) 

In the above equation, 𝑔 denotes a random 
vector within the range [0.5, 1], 𝑛 shows the overall 
count of responses, and 𝑒௡ aggregates the 𝑛௛ 
optimum solutions. 
i) Exploitation (Prey attacking) 

The prey assaulting procedure can be 
mathematically expressed as follows: 

𝑢௛(𝑧 + 1) = 𝑒௡/
𝑛௛                                                                      

(20) 

This updates the location of 𝑢௛(𝑧 + 1) to grip 
the best solution and adjust the locations of other 
components according to the best search site. 
ii) Exploration (Prey finding) 

In the exploration stage, the search for a proper 
solution considers two probabilities for the 𝑐 value: 
either less than or greater than 1. Another important 
factor assisting exploration is the usage of 𝑡ℎ𝑒 𝑏 
vector. Vector 𝑏 contains a random number that 
allocates weight to the prey. In such cases, the vector 
𝑏 > 1 takes the superiority over the vector 𝑏 < 1, 
which emphasizes the significance of distance and 
the random nature of SHOA. 

The following steps are used for the SHOA 
implementation: 

1. Determine optimization parameters (maximal 
iteration count, population size, repetition, variable 
restrictions, and number of variables). 

2. Generate the initial population matrix, with 
all rows and columns representing a member and bus 
number for the installation of the capacitor. 

3. Consider restrictions, assess the objective 
function for the member population, and select the 
hyena illustrative with the minimum MOF. 

4. Upgrade the members of the population at the 
following location using continuous variables. 

5. Round each member value to the nearest 
value for a distinct search range, reassess the 
objective function, and switch the previous member 
if the updated value is greater. 

6. Define the ending criteria and stop if the 
iteration is obtained; or else, go to step 4. 
 

4. EXPERIMENTAL RESULT AND 
ANALYSIS 
 

In this section, the performance evaluation of 
the FRBDM-TOLA technique with recent models is 
given. In Table 1, the comparative average CPU 
utilization (ACPUU) results of the FRBDM-TOLA 
technique under varying workloads [23]. 

Table 1: Average CPU utilization of FRBDM-TOLA 
technique with recent models under various time 

intervals 

Average CPU Utilization (%) 

Real 

Time 
Interva

l 

LAQ 
Mode

l 

LAF 
Mode

l 

LAFA3
C 

Model 

FRBDM
-TOLA 

0 66.00 66.69 68.09 70.17 

50 34.02 40.27 57.66 69.48 

100 48.62 53.48 73.65 80.60 

150 45.84 57.66 70.87 80.60 

200 39.58 50.01 63.22 82.69 

250 34.02 46.53 57.66 75.04 

300 25.67 41.66 50.01 70.17 

350 22.20 31.93 46.53 67.39 

400 17.33 32.62 40.27 64.61 
Smooth 

Time 
Interva

l 

LAQ 
Mode

l 

LAF 
Mode

l 

LAFA3
C 

Model 

FRBDM
-TOLA 

0 6.23 5.53 5.53 9.02 

50 74.04 71.24 62.85 84.53 

100 69.85 46.77 64.25 81.03 

150 52.37 67.75 73.34 85.23 

200 62.85 60.76 68.45 81.73 

250 67.05 67.75 77.54 83.13 

300 54.47 57.96 66.35 78.93 

350 62.16 42.58 58.66 71.94 

400 53.07 39.08 69.85 78.93 
Bursty 

Time 
Interva

l 

LAQ 
Mode

l 

LAF 
Mode

l 

LAFA3
C 

Model 

FRBDM
-TOLA 

0 15.43 15.43 17.14 20.55 

50 49.55 62.35 69.18 83.68 

100 22.25 24.81 54.67 75.15 

150 25.67 22.25 47.85 70.88 

200 15.43 7.75 62.35 84.53 

250 45.29 34.20 53.82 65.76 
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300 41.88 55.53 63.20 74.29 

350 79.41 87.95 91.36 97.33 

400 52.97 45.29 63.20 70.03 
Figure 4 inspects a comparative ACPUU results 

of the FRBDM-TOLA method under a real 
workload. The results indicate that the FRBDM-
TOLA technique reaches enhanced ACPUU values 
over other models. With a time interval of 50, the 
FRBDM-TOLA technique obtains a higher ACPUU 
of 69.48% while the LAQ, LAF, and LAFA3C 
models attain lower ACPUU of 34.02%, 40.27%, 
and 57.66%, respectively. Besides, with a time 
interval of 100, the FRBDM-TOLA method gets 
greater ACPUU of 80.60% while the LAQ, LAF, 
and LAFA3C models attain lower ACPUU of 
48.62%, 53.48%, and 73.65%, respectively. 

 
Figure 4: ACPUU outcome of FRBDM-TOLA technique 

under real workload 

Figure 5 inspects a comparative ACPUU results 
of the FRBDM-TOLA method under smooth 
workload. The outcomes specify that the FRBDM-
TOLA method attains improved ACPUU values 
over other techniques. With a time interval of 50, the 
FRBDM-TOLA technique obtains a higher ACPUU 
of 84.53% while the LAQ, LAF, and LAFA3C 
models attain lower ACPUU of 74.04%, 71.24%, 
and 62.85%, respectively. Besides, with a time 
interval of 100, the FRBDM-TOLA method gets a 
greater ACPUU of 81.03% while the LAQ, LAF, 
and LAFA3C models attain lower ACPUU of 
69.85%, 46.77%, and 64.25%, respectively. 

 
Figure 5: ACPUU outcome of FRBDM-TOLA technique 

under smooth workload 

Figure 6 inspects a comparative ACPUU results 
of the FRBDM-TOLA method under bursty 
workload. The outcomes specify that the FRBDM-
TOLA method achieves enhanced ACPUU values 
over other approaches. With a time interval of 50, the 
FRBDM-TOLA system gets a higher ACPUU of 
83.68% whereas the LAQ, LAF, and LAFA3C 
techniques obtain lesser ACPUU of 49.55%, 
62.35%, and 69.18%, correspondingly. Also, with a 
time interval of 100, the FRBDM-TOLA technique 
achieves a larger ACPUU of 75.15% whereas the 
LAQ, LAF, and LAFA3C approaches reach lesser 
ACPUU of 22.25%, 24.81%, and 54.67%, 
respectively. 

 
Figure 6: ACPUU outcome of FRBDM-TOLA technique 

under bursty workload 

In Table 2 and Figure 7, the comparative delay 
violation (DV) results of the FRBDM-TOLA 
technique under varying time intervals. With bursty 
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workload, the FRBDM-TOLA technique offers 
reduced DV of 102.49 whereas the LAQ, LAF, and 
LAFA3C models have attained increased DV of 
129.80, 143.90, and 117.10, respectively. Also, with 
real workload, the FRBDM-TOLA model provides 
decreased DV of 148.37 while the LAQ, LAF, and 
LAFA3C techniques have got enlarged DV of 
186.50, 196.50, and 163.60, respectively. Besides, 
with a smooth workload, the FRBDM-TOLA system 
achieves reduced DV of 75.22 whereas the LAQ, 
LAF, and LAFA3C models have attained increased 
DV of 124.40, 112.20, and 89.30, respectively. 

Table 2: Delay Violation of FRBDM-TOLA technique 
with recent models under various workloads  

Delay Violation 

Workload Bursty Real Smooth 
LAQ 

Model 
129.80 186.50 124.40 

LAF 
Model 

143.90 196.50 112.20 

LAFA3C 
Model 

117.10 163.60 89.30 

FRBDM-
TOLA 

102.49 148.37 75.22 

 

 
Figure 7: DV outcome of FRBDM-TOLA technique under 

varying workloads 

The performance evaluation of the FRBDM-
TOLA method with recent methods is given. Table 
3 demonstrates the comparative CPU utilization 
outcomes of the FRBDM-TOLA system under 
various requests. 

Figure 8 inspects the comparative CPU 
utilization results of the FRBDM-TOLA technique. 
The outcomes specify that the FRBDM-TOLA 

approach gets enhanced CPU utilization values over 
other techniques. With 5 requests, the FRBDM-
TOLA system gets higher CPU utilization of 26.37% 
while the LAQ, LAF, and LAFA3C models attain 
lower CPUs of 23.41%, 22.27%, and 25.46%, 
respectively. Besides, with 10 requests, the 
FRBDM-TOLA approach attains greater CPU 
utilization of 37.54% whereas the LAQ, LAF, and 
LAFA3C models attain lower CPU utilization of 
31.16%, 30.25%, and 32.98%, respectively. 

Table 3: CPU utilization of FRBDM-TOLA system under 
recent models 

CPU Utilization (%) 

Numbe
r of 

Request
s 

FRBD
M-

TOLA 

LAFA3
C 

Model 

LAQ 
Mode

l 

LAF 
Mode

l 

5 26.37 25.46 23.41 22.27 

10 37.54 32.98 31.16 30.25 

15 61.47 57.60 48.48 52.58 

20 71.50 68.08 58.51 62.84 

25 78.80 76.29 67.40 71.50 

30 87.46 84.04 76.06 80.62 

35 96.80 95.21 83.13 89.28 

 

 
Figure 8: CPU utilization outcome of FRBDM-TOLA 

method under various requests  

In Table 4 and Figure 9, the Execution time 
results of the FRBDM-TOLA system under varying 
requests. With 5 requests, the FRBDM-TOLA 
system delivers reduced Execution time of 0.08sec 
whereas the LAQ, LAF, and LAFA3C techniques 
have attained enlarged Execution time of 0.28sec, 
0.32sec, and 0.18sec, respectively. Also, with 10 
requests, the FRBDM-TOLA technique gets a 
decreased Execution Time of 0.18sec whereas the 
LAQ, LAF, and LAFA3C models have enlarged 
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Execution time of 0.32sec, 0.52sec, and 0.34sec, 
correspondingly. Besides, with 15 requests, the 
FRBDM-TOLA technique gets a reduced Execution 
Time of 0.28sec where the LAQ, LAF, and LAFA3C 
models have attain increased Execution Time of 
0.74sec, 0.90sec, and 0.88sec, respectively. 

Table 4: Execution Time of FRBDM-TOLA technique 
with recent models under various number of requests 

Execution Time (sec) 

Numbe
r of 

Request
s 

LAQ 
Mode

l 

LAF 
Mode

l 

LAFA3
C 

Model 

FRBD
M-

TOLA 

5 0.28 0.32 0.18 0.08 

10 0.32 0.52 0.34 0.18 

15 0.74 0.90 0.88 0.28 

20 1.38 1.68 1.60 0.50 

25 2.43 2.93 2.75 0.96 

30 3.85 4.73 4.27 1.66 

35 5.90 6.92 6.64 3.93 

 

 

Figure 9: Execution Time outcome of FRBDM-TOLA 
technique under various requests 

Table 5 demonstrates the comparative analysis 
of the FRBDM-TOLA technique in terms of MAE, 
RMSE, and MAPE with existing methods under 
varying workloads. Figure 10 illustrates the MAE 
outcome of the FRBDM-TOLA technique under 
various workloads. With real workload, the 
FRBDM-TOLA system provides a decreased MAE 
of 0.91 while the ARMA, ARIMA, and LSTM 
techniques have got enlarged MAE of 1.72, 1.56, 
and 1.43, respectively. Also, with a smooth 
workload, the FRBDM-TOLA model provides a 
decreased MAE of 1.01 while the ARMA, ARIMA, 
and LSTM techniques have got enlarged MAE of 
1.49, 1.32, and 1.22, respectively. Besides, with a 
smooth workload, the FRBDM-TOLA system 

achieves a reduced MAE of 3.68 whereas the 
ARMA, ARIMA, and LSTM models have attained 
increased MAE of 8.23, 7.91, and 6.86, respectively. 

Table 5: Comparative analysis of FRBDM-TOLA 
approach in terms of MAE, RMSE, and MAPE 

MAE 

Techniques Real Smooth Bursty 
ARMA 
Model 

1.72 1.49 8.23 

ARIMA 
Model 

1.56 1.32 7.91 

LSTM 
Classifier 

1.43 1.22 6.86 

FRBDM-
TOLA 

0.91 1.01 3.68 

RMSE 

ARMA 
Model 

2.08 1.83 8.67 

ARIMA 
Model 

1.82 1.73 8.21 

LSTM 
Classifier 

1.78 1.64 7.21 

FRBDM-
TOLA 

1.29 1.09 7.09 

MAPE (%) 

ARMA 
Model 

4.38 3.92 17.93 

ARIMA 
Model 

3.89 3.71 16.83 

LSTM 
Classifier 

3.66 3.41 15.21 

FRBDM-
TOLA 

2.99 2.87 14.04 

 

 
Figure 10: MAE outcome of FRBDM-TOLA approach 

under various workloads 

Figure 11 illustrates the RMSE outcome of the 
FRBDM-TOLA technique under various workloads. 
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With real workload, the FRBDM-TOLA system 
provides decreased RMSE of 1.29 while the ARMA, 
ARIMA, and LSTM techniques have got enlarged 
RMSE of 2.08, 1.82, and 1.78, respectively. Also, 
with a smooth workload, the FRBDM-TOLA model 
provides a decreased RMSE of 1.09 while the 
ARMA, ARIMA, and LSTM techniques have got 
enlarged RMSE of 1.83, 1.73, and 1.64, respectively. 
Besides, with a smooth workload, the FRBDM-
TOLA system achieves a reduced RMSE of 7.09 
where the ARMA, ARIMA, and LSTM models have 
attained increased RMSE of 8.67, 8.21, and 7.21, 
respectively. 

 
Figure 11: RMSE outcome of FRBDM-TOLA approach 

under various workloads 

Figure 12 illustrates the MAPE outcome of the 
FRBDM-TOLA technique under various workloads. 
With real workload, the FRBDM-TOLA system 
provides a decreased MAPE of 2.99 while the 
ARMA, ARIMA, and LSTM techniques have got 
enlarged MAPE of 4.38, 3.89, and 3.66, 
respectively. Also, with a smooth workload, the 
FRBDM-TOLA model provides a decreased MAPE 
of 2.87 while the ARMA, ARIMA, and LSTM 
techniques have got enlarged MAPE of 3.92, 3.71, 
and 3.41, respectively. Besides, with a smooth 
workload, the FRBDM-TOLA system achieves a 
reduced MAPE of 14.04 whereas the ARMA, 
ARIMA, and LSTM models have attained increased 
MAPE of 17.93, 16.83, and 15.21, respectively. 

 
Figure 12: MAPE outcome of FRBDM-TOLA approach 

under various workloads 

Thus, the FRBDM-TOLA technique can be 
applied for effectual task-offloading process in the 
MECC environment.  

 
5. CONCLUSION 

 
In this paper, we defined a FRBDM-TOLA 

model on multi-tier MECC systems. Initially, the 
presented FRBDM-TOLA technique uses fuzzy 
clustering algorithms like FCM to categorize tasks 
into fuzzy subcategories based on their attributes, 
intensity levels, and temporal aspects. This allows 
for a comprehensive representation of task 
characteristics considering various dimensions. 
Also, the developed method utilizes the HFNN 
technique to choose the best target node for task 
offloading based on latency sensitivity, server 
capability, and the conditions of the network. The 
HFNN is a hybrid method, which unites FL and 
neural networks for rule generation, examining 
intensity levels and traffic patterns. FL can occupy 
linguistic comments and uncertainties, while neural 
networks can absorb complex patterns from data. To 
enhance the performance of the HFNN method, the 
FRBDM-TOLA technique uses the SHO algorithm 
for hyperparameter tuning. The developed models 
efficiently use classification and clustering processes 
to enhance classification accuracy in evaluating 
network traffic data. The efficiency of the FRBDM-
TOLA model was verified over wide 
experimentations utilizing the iFogSim simulator. 
The mathematical outcome shows that the FRBDM-
TOLA model has superior performance and 
scalability to dissimilar processes than the present 
advanced models. 
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