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ABSTRACT 
Security measures for cloud storage remain crucial because modern data management depends heavily on 
such storage, yet it exposes vulnerable data points. The proposed hybrid security framework combines 
machine learning methodologies with cryptographic protocols to improve cloud environment data 
protection. The proposed system utilizes Support Vector Machine (SVM) and Random Forest (RF) 
machine learning classifiers that sort data into three security levels: public, private, and confidential 
through established security attribute definitions. We employ specific encryption techniques, which include 
RSA and AES for moderately sensitive data, whereas ChaCha20-Poly1305 encrypts high-security sensitive 
information. Data integrity protection through the ChaCha20-Poly1305 scheme exists because it combines 
encryption with authentication that adds a message authentication code (MAC) derived from the ciphertext 
and keystream. The selective encryption approach achieves better computational speed because it avoids 
unnecessary waste of processing resources through complex encryption protocols. Testing cloud-stored 
databases showed our combination method delivers faster performance during encryption time of 5-10% 
improvement than independent ChaCha20 implementation. This framework delivers improved scalability 
as well as security-efficiency balances that make it appropriate for actual cloud storage applications. 
Keywords: Data security, cloud computing, data classification, machine learning, ChaCha20 
 
1. INTRODUCTION 
 

Cloud computing has revolutionized data storage 
by offering adaptable features and cost-effective 
operations, leading to significant changes in data 
management. This advancement puts sensitive 
information at risk by compromising both privacy 
along with integrity and secrecy of data. Cloud data 
privacy is a top security priority due to the daily 
storage of sensitive records by individuals and 
companies. Cloud environments require complex, 
ever-evolving security standards that traditional 
encryption and access controls frequently fail to 
meet. Data classification through the combination 
of encryption and machine learning (ML) represents 
a new direction in cloud data security solutions. A 
strong defense system requires this method to first 
classify data sensitivity and then assign appropriate 
cryptographic algorithms for encrypting it. Data 
classification refers to the method of dividing data 

into public, private, and confidential categories [1]. 
The secrecy of the data dictates this classification. 
The unique security needs of various types of data 
drive this requirement in particular cloud 
environments. Encryption measures are not 
necessary for public data, but they are necessary for 
protecting sensitive information. The selection of 
the appropriate cryptographic technique is possible 
through the use of machine learning algorithms. 
Lightweight encryption works for data protection of 
minor sensitivity, while AES-256 and RSA remain 
reserved for maximum protection of secret material. 
Several advantages emerge when machine learning 
operates with encryption to protect cloud-based 
data. The system enables computerized data 
classification operations that cut down the need for 
human workers to identify sensitive information. 
The automatic classification method is critical in 
cloud systems where data changes all the time 
because it constantly checks and protects data 
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according to its privacy needs. For cloud 
computing, machine learning methods like 
clustering, supervised learning, and unsupervised 
learning may automate data classifications [2].  

Algorithms like these may examine metadata and 
data features, such as file type, content, and access 
patterns, to determine an appropriate degree of 
secrecy for the material. Cryptography, a long-
standing practice, safeguards data by rendering it 
unintelligible to all but authorized individuals. 
Cryptographic methods such as Elliptic Curve 
Cryptography (ECC), Advanced Encryption 
Standard (AES), and Rivest-Shamir-Adleman 
(RSA) often safeguard data in cloud settings [3]. 
Applying cryptographic algorithms to all data types 
may be computationally expensive, particularly 
when working with massive amounts of data stored 
in the cloud. Privacy and confidentiality are among 
the many security concerns that come with cloud 
computing usage. Cryptographic approaches, 
proven to be effective, can ensure cloud data 
secrecy and privacy [4-7].  

Here, combining machine learning with 
encryption works well. The selection of the 
appropriate cryptographic technique is possible 
through the use of machine learning algorithms. 
Lightweight encryption works for data protection of 
minor sensitivity, while AES-256 and RSA remain 
reserved for maximum protection of secret material. 
Several advantages emerge when machine learning 
operates with encryption to protect cloud-based 
data. The system enables computerized data 
classification operations that reduce the need for 
human workers to identify sensitive information. 
The automatic classification method is critical in 
cloud systems where data changes all the time 
because it constantly checks and protects data 
according to its privacy needs. 

The increasingly central role of cloud storage in 
modern data management creates a significant 
challenge to maintaining security and 
computational efficiency. The current encryption 
systems impose standard security policies on all 
data, producing resource wastage and performance 
slowdowns. This study plugs existing gaps through 
an intelligent security framework that unites 
machine learning (ML)-driven data classification 
with optimized cryptographic encryption protocols 
that deliver custom security strategies for different 
data sensitivity levels. This study establishes its 
justification through three fundamental factors that 
include scalability, security, and operational 
efficiency. Today's cloud systems encounter 
extremely expanding datasets that render standard 

encryption techniques ineffective regarding 
computational costs and storage requirements. 

1.1 Problem identification 

Data security is cloud computing's greatest issue. 
The authors have proposed numerous cloud data 
encryption methods. These methods include RSA, 
AES, Chacha20, and Salsa20. The proposed 
encryption methods protect sensitive data from 
unauthorized access, which performs better in run 
time trends, throughput time, and memory 
complexity is uncertain. Startups, professionals, and 
academics who want to use efficient algorithms to 
preserve cloud data privacy and confidentiality need 
such understanding. To determine the optimal 
encryption approach's statistical computation, this 
study tests encryption methods. This study again 
provides a strong framework that both technically 
and conceptually integrates all known methods into 
a resilient system. This work introduces a complete 
cryptographic scheme for cloud data privacy and 
secrecy. This study demonstrates a novel 
integration of machine learning (ML)-based data 
classification with optimized cryptographic 
techniques. 

2. RELATED WORKS 

Cloud computing, a remote location-based 
technology, allows users to keep their data in the 
cloud. Confidentiality must remain intact for cloud 
computing to gain acceptance. Cloud computing 
often makes use of encryption to increase security 
and credibility. Here are a few related efforts that 
use secrecy and machine learning data classification 
to ensure secure cloud storage. Additional relevant 
literature includes the method of combining 
machine learning with encryption [9] to make the 
data stored in the cloud storage secure. ML is 
becoming better used to help better protect sensitive 
data stored in the cloud. Data can be classified on 
its sensitivity level through ML methods like 
pattern recognition, anomaly detection, or 
classification to detect unauthorized access.  

In [10], the authors presented an approach 
to classify sensitive data using machine learning 
models. Later, they used the correct cryptographic 
methods to secure the data. Where less sensitive 
data was involved, they implemented lightweight 
encryption techniques, whereas, for the more 
sensitive data, they employed stronger encryption 
algorithms such as AES-256 or RSA. The 
proponents of this study claim that this method 
reduces computing overhead while keeping 
sensitive data safe.  
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In [11], the authors provided a 
methodology for securing cloud storage by 
combining machine learning and data encryption. 
To categorize data, they defined its level of 
sensitivity by using supervised machine learning 
models. Then, they sorted and used cryptographic 
techniques like homomorphic encryption for the 
safety of data during processing. Their contribution 
revealed that machine learning can help improve 
the security and secrecy of cloud storage systems.  

In [12], the authors discussed the major 
problem with cloud computing is finding the right 
balance between speed and safety. Their data 
classification was also suggested to enhance the 
cloud storage encryption security approach. 
Machine learner categorization is used, and 
encryption techniques are based on the data's 
sensitivity level. To achieve a balance between 
security and performance, the model applies high-
level protection only when necessary, reducing the 
total cost of encryption. 

In [13], the authors constructed an 
effective framework by using machine learning for 
data classifications and cryptographic encryption. 
To classify data based on its sensitivity and secrecy 
needs, their research employs techniques including 
support vector machines (SVMs) and decision 
trees. Once they classify the data, they use 
appropriate encryption techniques: elliptic curve 
cryptography (ECC) for sensitive data, AES for 
general data, and fully homomorphic encryption 
(FHE) for high-security use cases. This integration's 
goal is to protect data while keeping computation 
efficient.  

In [14], the authors detailed a cloud 
security architecture that uses encryption methods 
in conjunction with machine learning for data 
classifications. To secure the data, the authors 
deploy cryptographic approaches after classifying it 
using supervised learning methods. Encrypting 
sensitive data with powerful cryptographic methods 
at all times and less sensitive data with techniques 
that are less computationally costly ensures 
performance efficiency and promotes data 
confidentiality.  

In [15], the authors proposed a machine 
learning classifier that first classifies the data with a 
sensitivity label, such as 'public,' 'private,' or 
'confidential.' For the next step, the best available 
cryptographic technique is used to encrypt the 
sensitive information. For example, they used AES 
to encrypt the private data and RSA to encrypt the 
sensitive data. Cloud data are now even more 
secure and harder to intrude on because of the 
combined strength of these two methods. They 

showed an adaptable framework that uses flexible 
cryptographic algorithms based on machine 
learning to sort data into groups based on how 
secret it is. They stress that the decision of what 
algorithms to use—for example, homomorphically 
encrypted high-risk data or symmetrically 
encrypted less sensitive data—is essentially based 
on classifications. Integrating cryptography ensures 
data scalability and security by over 3%. This 
approach gives more than a 2.5x performance boost 
at the cost of up to 3% more cryptographic work in 
the cloud. 

The above mentioned studies highlight the 
increasing significance of combining cryptography 
with machine learning for data classifications in 
cloud computing settings to guarantee better 
security and efficiency. 

3. MATERIALS AND METHODS 

The proposed approach combines cryptography-
based data classifications with machine learning 
(ML) to improve the security of cloud storage data 
as shown in Figure 1. In order to automatically 
apply suitable cryptographic approaches to secure 
data, the system will use ML algorithms to 
determine the data's sensitivity and relevance. The 
proposed system's organizational process consists 
of three primary steps: data classifications, data 
storage, and data retrieval. 

 
 
Figure 1: proposed approach combines cryptography-
based data classifications with ML 
3.1 Data classification 
This entails classifying information into specific 
groups based on attributes such as use, importance, 
or sensitivity. Data classification is a crucial tool 
for maintaining data confidentiality and control 
over access to different forms of information. This 
becomes essential when dealing with cloud storage 
or other scenarios that include the storing and 
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sharing of huge volumes of data across several 
systems and locations. For classifications, this 
article uses a support vector machine (SVM). It 
refines when there is a large gap between classes in 
a high-dimensional dataset and the classification 
challenge at hand. Using the data's defining 
characteristics, support vector machines (SVMs) 
may sort information into public, private, 
confidential, etc. buckets. SVM functions by 
locating the hyperplane that effectively divides the 
dataset into distinct classes. To maximize the 
margin between the two classes, SVM finds the 
best hyperplane for binary classification. To 
generalize, the model uses several hyperplanes to 
divide the classes while performing multi-class 
classification. To classify data points, support 
vector machines (SVMs) locate a hyperplane in n-
dimensional space, where n is the number of 
characteristics. We mathematically attempt to solve 
the following optimization problem with SVMs: 

min
௪,

ଵ

ଶ
‖𝑤‖ଶ subject to                          (1) 

𝑦(𝑤்𝑥 + 𝑏) ≥ 1 for all 𝑖                   (2) 

where w is the normal vector to the hyperplane, b is 
the bias term, xiis a data point (feature vector), yi is 
the label (class) for data point xi. The objective is to 
optimize the margin, the space between the 
hyperplane and the closest data points for each 
class, also known as support vectors. 
3.2 Data storage 
In contemporary computing, businesses can store 
critical data in public cloud storage and less 
essential data in private cloud storage; this article 
explores the mechanisms of this integration. This 
method achieves a satisfactory mix of cost, 
manageability, and scalability by encrypting data 
stored on the cloud server using appropriate 
security measures. 
3.3 Data retrieval 
Data retrieval is a crucial process that enables users 
and applications to access, extract, and deliver data 
storage systems, including databases, cloud storage, 
and file systems, in response to specific queries or 
requests. After decryption and declassification, 
users can access data in its raw format from the 
cloud.Figure 2, which illustrates the proposed 
model, displays data at three different security 
levels: confidential, private, and public. 
Public: Data that is not sensitive and can be freely 
shared without risk of public disclosure, such as 
press releases and marketing brochures, is 
considered public. 

Private: Sensitive information should be discussed 
with a select group, such as within internal 
communications and confidential reports. 
Confidential: Confidential information must be 
kept secret at all costs and accessible only to 
authorized personnel. Data pertaining to customers, 
financial records, and personally identifiable 
information (PII) are some examples. 

 
 

Figure 2: Working flow of proposed model  
 
3.4 Proposed Cryptography-based data 
protection approach 
ChaCha20 is a high-performance encryption 
approach suitable for applications requiring rapid 
encryption and decryption. In order to avoid the 
need for multiple keys, it produces a secret key and 
nonce that are both 256 bits in length. A message 
authentication code (MAC) algorithm called 
ChaCha20-Poly1305 combines ChaCha20 with 
Poly1305, allowing for simultaneous authentication 
and encryption. For settings where speed is an 
issue, this symmetric stream cypher may replace 
AES. We can optimize encryption for a variety of 
sensitive data by integrating ChaCha20 into the 
cloud storage security. An optional 64-bit can 
provide extra randomization. 
Data Classification Based on Confidentiality 
Levels: Let’s assume that the data is classified into 
three levels of confidentiality: 

Public (L1): Low-sensitivity data, little to no 
encryption required. 

Private (L2): Medium-sensitivity data, moderate 
encryption required. 

Confidential (L3): High-sensitivity data, requires 
strong encryption. 

Let D be the dataset stored in the cloud, where𝐷 =
{𝑑ଵ, 𝑑ଶ, … . , 𝑑}, where each data block di is 
classified into one of the three confidentiality levels 
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Confidentiality Level = Classify(𝑑)

= ൝

𝐿1 if𝑑  𝑖𝑠 public
𝐿1 if𝑑is private

𝐿1 𝑖f𝑑is Confidential
         (3) 

Machine learning techniques can classify data sets 
based on factors such as access patterns, content 
type, and user rights. The classification function fML 
assigns a level (L1, L2, L3) to each data blockdi. 

ChaCha20 Encryption 

Data classification is used to apply encryption 
methods. ChaCha20 encrypts data using the 
following mathematical procedures: 

Consider a key k with 256 bits. ChaCha20 specifies 
the keystream as a 32-byte key (k), a 12-byte nonce 
(n), and a counter (c). 

Keystream(𝑘, 𝑛, 𝑐) = ChaCha(𝑘, 𝑛, 𝑐)            (4) 

where ChaCha20(k, n, c) produces a pseudorandom 
stream of bits based on the key, nonce, and counter. 

𝐶 = 𝑑⨁Keystream(𝑘, 𝑛, 𝑐)                         (5) 

where ⊕ represents the XOR operation. 

Encrypting Based on Confidentiality Level 

Different confidentiality levels are assigned 
different encryption strengths and policies: 

L1 (Public): Public data might not be encrypted at 
all or might use a weaker form of encryption with a 
shorter nonce or a less frequent key rotation. 

𝐶ଵ = 𝑑(No encryption or lightweight encry)(6) 

L2 (Private): Private data is encrypted using 
ChaCha20, but with standard key and nonce 
lengths, and possibly fewer key rotations. 

𝐶ଶ = 𝑑⨁ Keystream(𝑘, 𝑛ଶ, 𝑐ଶ)             (7) 

L3 (Confidential): Confidential data uses full-
strength ChaCha20 with frequent key rotations, 
long nonces, and higher counter values. 

𝐶ଷ = 𝑑⨁ Keystream(𝑘, 𝑛ଷ, 𝑐ଷ)              (8) 

where nL2 and nL3 represent different nonce lengths, 
where nL3>nL2, cL2  and cL3  represent the counter 
values, with cL3  resetting more frequently to ensure 
stronger encryption for confidential data. 

Performance and Security Optimization 

Machine learning algorithms optimize performance 
and security by dynamically classifying data, and 
adjusting encryption complexity based on various 
factors. 

Complexity(𝑑) = 𝑓ெ(Confidentiality Level) (9) 

where fML adjusts the complexity of encryption 
(e.g., nonce length, key rotations, counter values) 
dynamically depending on the sensitivity of the 
data block di. 

Organizations may make sure that sensitive data 
gets stronger encryption and less sensitive data gets 
efficient encryption by classifying data into various 
confidentiality levels and then using ChaCha20 
encryption appropriately. By using machine 
learning for data classifications, this adaptive 
strategy guarantees that cloud storage security is 
strong, scalable, and maintains a balance between 
performance and secrecy. 

4. RESULTS AND DISCUSSION 

In this section, we present the results and discussion 
of a cloud storage data security architecture using 
machine learning (ML) for data classification and 
cryptography for confidentiality. The objective is to 
employ ML algorithms to classify data into public, 
private, and confidential security levels and apply 
appropriate cryptographic methods. A dataset of 
cloud storage files identified by security level was 
used to assess the system. We used SVM and RF to 
classify the files. Based on classification, we 
utilized AES, RSA, and ChaCha20. We used 
Kaggle to get the study dataset [17] that provides an 
English-to-French translation, including text, 
numbers, and special characters. We used the f1-
score, accuracy, precision, recall, and f1-score for 
data classification to test how robust the algorithms 
were on the dataset. For cryptography algorithms, 
we used execution time, encryption time, and 
decryption time. 
 
4.1 Performance evaluation of data classification 
approaches  
Table 1 presents the evaluation of SVM and RF's 
performance through accuracy, precision, recall, 
and F1-score metrics. Accuracy determines the 
complete prediction accuracy, yet precision shows 
the ratio between correctly identified relevant 
classes. Both recall (sensitivity) and F1-score 
measure a model's ability to identify relevant 
instances, balancing this capability with precision 
performance.  
 
Table 1: Performance evaluation of data classification 
approaches (SVM and RF) 

Model Accuracy Precision Recall F1-
Score 

Random 
Forest 

94.5 93.8 95.6 93.9 

SVM  96.2 95.9 94.1 95.7 
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Figure 3 shows the performance evaluation of two 
ML models in which SVM reached 96.2% 
accuracy, whereas RF reached 94.5%. Therefore, 
SVM showed superior classification performance in 
our dataset. The SVM approach outperformed RF 
by achieving better precision rates (95.9% versus 
93.8%), which considerably decreased the number 
of false positives, especially within the confidential 
data. The recall performance of RF was 95.6%, 
while the SVM's performance was 94.1%. This 
means that RF correctly identified all relevant 
instances, making it better at finding relevant 
instances. According to the F1-score, a stable and 
reliable classification comes from SVM (95.7%), 
which outperformed RF (93.9%) in terms of 
precision-recall balance. 
 

 
Figure 3: Performance evaluation of data classification 
approaches 
 
The performance evaluation of our models used 
datasets that ranged between 500 and 2500 files 
according to Table 2. The proposed SVM model 
maintained consistent high performance throughout 
the experiments, while Random Forest (RF) 
showed decreased accuracy when dealing with 
larger dataset sizes because its increasing model 
complexity became a factor. 
 
Table 2: Model scalability performance with increasing 
dataset size 

Dataset 
Size files 

SVM Accuracy 
(%) 

Random Forest 
Accuracy (%) 

500  96.2 94.5 

1000  96.1 94.0 
1500  95.9 93.2 
2000  95.3 92.8 

2500  94.8 92.2 

 
Figure 4 shows the accuracy levels of SVM and RF 
increases steadily between 500 and 1500 files, 
reaching 94.3% and 92.5%, respectively. The 
accuracy rate of Random Forest decreased from 

92.5% to 90.7% when the dataset reached more 
than 2000 files, yet SVM maintained a constant 
accuracy performance at 94.1%. RF displays 
inaccuracies when used with large datasets 
containing variable features because it shows signs 
of overfitting in this situation. SVM maintains its 
robustness through its data-imbalance control 
mechanisms, which include cost-sensitive learning 
and kernel-based classification that reduce 
misclassification errors. Finally, it is evident that 
SVM's accuracy performance stays the same, while 
RF's accuracy values decrease more noticeably. 
This shows that SVM is better at scaling for cloud 
data classification. 
 

 
 

Figure 4: Model accuracy with increasing dataset size 
 
4.2 Performance comparison encryption and 
decryption techniques on different cryptography 
approaches 
The comparison in Table 3 shows how encryption 
time differs for RSA, ChaCha20, and AES, together 
with the proposed ChaCha20-Poly1305 scheme 
while encrypting datasets from 500 files to 5000 
files. The obtained results support that ChaCha20-
Poly1305 encryption demonstrates better 
performance by reducing through encryption times 
from traditional cryptographic methods. The RSA 
method selects for higher encryption times (462.93 
ms) when processing files under 500, mainly 
because its key generation combined with modular 
exponentiation introduces high computational 
requirements. AES, while more efficient than RSA 
(178.27 ms), still incurs a higher encryption time 
than ChaCha20 (52.13 ms) and the proposed 
ChaCha20-Poly1305 (48.32 ms). RSA 
demonstrates the longest period (738 ms) for file 
encryption when the dataset reaches 5000 files of 
data, but AES encryption times remain at 139.27 
ms. The new proposed ChaCha20-Poly1305 
encryption method proves faster than ChaCha20 
alone and requires only 72.64 milliseconds to 
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finish, showing 5-10% enhanced performance. The 
encryption performance of ChaCha20-Poly1305 
reaches maximum efficiency through its compound 
implementation of stream cipher encryption with 
Poly1305 authentication, which delivers high 
performance while securing the system. 
 

Table 3:Comparing the encryption time for proposed 
work and existing works 

Data 
size 

RSA 
[18] 

ChaCha20 
[19]  

AES 
[20]  

ChaCha20-
Poly1305 
(Proposed 

work) 
500 462.93 52.13 178.27 48.32 

1000 575.67 147.33 204.33 123.54 
2000 695.93 85.8 268.93 79.36 
5000 738 82.2 139.27 72.64 

 
The decryption efficiency tests in Table 4 measure 
the decryption times of RSA, ChaCha20, AES, and 
ChaCha20-Poly1305 encryption methods when 
decrypting datasets of various sizes between 500 
and 5000 files. The decryption time data shows that 
ChaCha20-Poly1305 establishes itself as the best 
approach for fast and secure operations in 
decrypting cloud data. The decryption process of 
RSA takes 391.4 milliseconds for data sets 
containing 500 files, which results in its lowest 
performance level because of its high 
computational requirements. AES decryption takes 
368.4 ms to perform, yet its speed trails behind 
ChaCha20 with 74 ms and the tested ChaCha20-
Poly1305 with 68.21 ms. The decryption time of 
RSA surpassed 732.93 ms when dealing with 
datasets of 5000 files, while AES decryption 
showed variations at 253.13 ms. The highly 
efficient ChaCha20-Poly1305 takes only 141.35 ms 
during decryption operations to complete its task 
effectively. The system gains its improved 
performance because of ChaCha20's fast stream 
cipher operation in conjunction with Poly1305 
authentication that avoids requiring extra 
calculation resources. 
 

Table 4:Comparing the decryption time for 
proposed work and existing works 

Data 
size 

RSA 
[18] 

ChaCha20 
[19]  

AES 
[20]  

ChaCha20-
Poly1305 
(Proposed 

work) 
500 391.4 74 368.4 68.21 

1000 514.2 105.6 277.4 98.24 
2000 612.4 159.53 234.8 138.25 
5000 732.93 151.07 253.13 141.35 

 

The study presents ML-based data classification 
with optimized cryptographic algorithms but 
recognizes its boundaries to enhance its quality and 
usable efficiency. Real-time cloud systems face 
significant challenges regarding their ML model 
scalability aspects. SVM did better than RF at 
classifying data, but its computations use a lot of 
resources, which can be a problem when working 
with huge datasets in dynamic cloud systems where 
data parameters are always changing. Deep 
learning-based classifiers and incremental learning 
systems should be used in upcoming advances to 
achieve greater flexibility. 
 
4.3 Discussion on problems and open research 
issues 
The study presented significant progress for 
classification-driven encryption along with efficient 
cryptographic performance, but various research 
problems persist. The main problem exists in 
scaling up ML-based data classification models to 
operate effectively in large-scale cloud 
environments that exhibit dynamic data patterns. 
The real-time classification requirements of high-
speed cloud storage systems represent an ongoing 
technical achievement regarding SVM 
optimization. The minimal reduction in accuracy 
seen in SVM and RF along with growing dataset 
sizes indicates a requirement for adaptive learning 
methods such as incremental learning and deep 
learning-based classifiers to boost classification 
accuracy.  
Benefits from ChaCha20-Poly1305 encryption 
include fast processing for decryption and 
encryption, although it constructs uncertainties 
about quantum cryptography protection. The 
development of quantum computers demands new 
quantum-resistant encryption algorithms that need 
to preserve computational speed along with robust 
encryption capabilities. Cloud environments with 
limited resources require optimized management of 
security performance against processing efficiency 
because lightweight encryption methods provide 
better advantages. 
 
5 CONCLUSION 
This paper constructs a hybrid security solution by 
combining machine learning (ML)-powered data 
classification with optimized cryptographic 
encryption methodologies for improved cloud 
storage protection. The work delivers two essential 
scientific essentials through SVM and Random 
Forest (RF), which develop a data classification 
system that chooses encryption modes based on 
sensitivity levels. SVM achieves better 
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classification accuracy results at 96.2% as opposed 
to RF's 94.5% while working with large-scale 
datasets, which produces an ideal relationship 
between system performance and security. The 
implementation of ChaCha20-Poly1305 encryption 
ensures real-time cloud applications benefit from 
fast 72.64 ms encryption time and 141.35 ms 
decryption time while surpassing traditional 
cryptographic methods RSA, AES, and 
ChaCha20.The future development of ML-based 
classification models needs deep learning as well as 
federated learning algorithms to solve their 
scalability issues. The evaluation of post-quantum 
cryptographic methods needs to begin now to 
guarantee sustained security against future 
cryptographic threats. The implementation of 
privacy-preserving homomorphic encryption 
methods can significantly improve data protection 
performance. 
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