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ABSTRACT 

One of the key fields of study for computer vision applications is image segmentation. Often, segmentation 
is used as a preprocessing step in various real-world applications. The existing literature has revealed that 
image segmentation can be done with heuristic and learning-based techniques. With the emergence of 
artificial intelligence, learning-based approaches became popular in computer vision applications. However, 
there is a need to explore ML and DL-based methods with optimizations geared towards image segmentation 
efficiency. In this document, we suggested an algorithm known as Spectral Clustering-Based Image 
Segmentation (SCB-IS), which exploits the spectral clustering process for efficient image segmentation. We 
also proposed an approach to segmentation based on deep learning that exploits SegNet, which is widely 
used for image segmentation. We proposed another algorithm known as Deep Learning-Based Image 
Segmentation (DLB-IS). Our empirical study with benchmark datasets revealed that the proposed deep 
learning-based algorithm outperforms many cutting-edge deep learning models, featuring the highest 
accuracy of 88.50%. The suggested learning-based approaches can be integrated into real-world computer 
vision applications for efficient segmentation of images. 
Keywords - Image Segmentation, Machine Learning, Deep Learning, Clustering, Artificial Intelligence, 

SegNet 
 
1. INTRODUCTION  
 
As the adage " An image may convey a thousand 
words " says, examining an image might provide 
more information than reviewing a piece of 
writing. Computer vision research focuses on 
image segmentation, or dividing an image into its 
objects or regions of interest (ROI). Parts 
comparable to each other are formed by grouping 
the picture pixels. Preparing images for various 
image-based applications, including pattern 
recognition, medical imaging, object 
identification and classification, and biometric 
identity, is essential [1]. Here are a few of the 
well-known uses. Content-based image retrieval 
is analogous to searching big databases for digital 
photographs pertinent to a query. What is 
retrieved depends on the contents of the query 
picture. To retrieve an image's contents, segment 
the image. Robotic inspection and image analysis 
is known as machine vision and is mainly used in 
industry. This instance of segmentation involves 
extracting information from the gathered picture 

regarding a device or processed substance. 
Imaging in medicine: These days, picture division 
is helpful in many aspects of medical research, 
from medical operations to diagnostics. Examples 
include segmenting tumors to locate them, 
dividing a tissue to calculate the associated 
amounts, and segmenting units to carry out 
several digital pathology activities such as 
counting cells, classifying nuclei, etc.  
Object recognition and detection: One significant 
use of computer vision is identifying and 
recognizing objects. Here, an item might be a 
person's face, a passing car, or any number of 
aerial items, such as highways, woods, farms, etc. 
Since the indented object must first be extracted 
from the picture, this program is necessary for 
segmenting images. Video surveillance: To 
accomplish an assigned goal, such as determining 
the activity being done in the recorded pictures or 
handling traffic, tallying the number of items, and 
numerous other tasks, the motions in the area of 
interest are captured by the video camera, which 
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then evaluates them. Segmenting the area of 
interest is the first step in doing the analysis. 

 From a computer vision standpoint, segmenting a 
picture into its constituent ROIs may seem simple 
to humans, but it is a pretty complicated process. 
A variety of issues might impact the effectiveness 
of an image segmentation method. Three main 
picture segmentation issues are identified. 
Illumination variation: It seriously affects pixels 
and is a fundamental issue with picture 
segmentation. This variance results from the 
various lighting conditions during which the 
picture was taken. Background complexity: A 
significant problem is an image with a 
complicated backdrop. When segmented, an 
image's region of interest may blend with its 
complicated surroundings and limitations. Such 
background complications, therefore, hamper the 
effectiveness of segmentation techniques. 
Furthermore, instead of using hundreds of pixels, 
displaying picture segmentation consists of 
producing a picture with a few essential segments. 
In addition, picture segmentation is considered a 
type of clustering: pixels meeting a set of criteria 
form a cluster, whereas pixels not meeting the 
requirements are divided into several groups. The 
standard method for addressing these issues and 
facilitating learning from unlabelled data is to 
categorize the data according to certain similarity 
or dissimilarity metrics and then label each group. 
The process of putting the data into groups is 
known as clustering. 
The primary focus is to explore image 
segmentation using spectral clustering and deep 
learning-based techniques with a primary 
emphasis on SegNet. The work in the title 
primarily focused on benchmarking segmentation 
performance against benchmark datasets, 
applicable in medical imaging, object detection, 
and computer vision tasks. However, the study 
operates under the assumption that input images 
are relatively clean with few distortions, which 
may not always be accurate in the wild. Moreover, 
spectral clustering improves the segmentation 
performance but may have limitations in 
segmented high-complex and overlapped 
structures. While the automatic deep learning 
approach is highly effective, it is also resource-
expensive and requires sufficient computational 
power, which is not always feasible in low-
resource settings. These methods will be further 
improved to provide better adaptability in diverse 
real-world situations in future work. 
Recent advances in deep learning and clustering-
based techniques have significantly improved 

image segmentation, yet challenges remain in 
balancing efficiency, accuracy, and adaptability 
across diverse datasets. This research aims to 
bridge this gap by formulating the following 
research objectives: (i) to develop a spectral 
clustering-based segmentation algorithm (SCB-
IS) for efficient and scalable image segmentation, 
(ii) to propose a deep learning-based 
segmentation approach (DLB-IS) leveraging 
SegNet to enhance segmentation accuracy, and 
(iii) to conduct a comparative evaluation with 
state-of-the-art methods to establish the efficacy 
of the proposed approaches. 
The following are the things we contributed to this 
paper. We have developed two image 
segmentation algorithms: Spectral Clustering-
Based Image Segmentation (SCB-IS) and Deep 
Learning-Based Image Segmentation (DLB-IS). 
SCB-IS uses spectral clustering for efficient 
image segmentation, while DLB-IS utilizes 
SegNet, a popular method for image 
segmentation. Our empirical study using 
benchmark datasets found that the DLB-IS 
algorithm achieved the highest accuracy of 
88.50%, outperforming many advanced models 
for deep learning. These algorithms can be 
integrated into real-world computer vision 
applications for effective image segmentation. 
The following is how the remaining portions of 
the paper are arranged: The background 
knowledge needed to comprehend the suggested 
segmentation techniques is as stated in Section 3. 
Section 4 presents materials and techniques, 
including information on segmentation 
techniques. The experimental findings from our 
empirical investigation are shown in Section 5. 
Part 6 is where we conclude our investigation and 
offer recommendations for future research 
possibilities.  
 
2. RELATED WORK 
 
Clustering can be used to aid in the segmentation 
of image techniques and also deep learning 
methods. Das et al. [1] state that automatic 
detection is essential for an early diagnosis of 
leukemia. DL and ML techniques for acute 
lymphoblastic leukemia (ALL) are examined in 
this study. It talks about future avenues for 
research and classifies methodologies. Vatsavayi 
and Andavarapu [2] suggested classifying wild 
animals from movies with the DRCNN-TSO 
algorithm. Before features are extracted and 
classified, video frames are pre-processed and 
segmented. Metrics of performance evaluate the 
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approach against current practices. Zolfaghari and 
Sajedi [3] identified and categorized WBCs and 
acute leukemia. The accuracy of conventional 
SVM and CNN classifiers has increased. The best 
performance metrics are obtained by combining 
CNN with SVM. CNN is suggested for use in 
future research for better categorization. 
Shandilya et al. [4] produced a collection of drone 
and bird photos that are used to train accurate 
UAV detection algorithms and correct 
misclassifications of birds. It supports the 
assessment of models using training and testing 
sets, which is essential for UAV safety. 
Abdigapporov et al. [5] used an encoder-decoder 
with feature fusion for enhanced performance, 
and a joint object identification and semantic 
segmentation approach is suggested. Superior to 
previous approaches when evaluated on the 
ICV22 dataset. 
Naik et al. [6] examined for the identification of 
lentils. The Indian lentil identification system 
EfficientNetB0 was shown to be better. Possibility 
of both an intuitive user interface and local 
optimization. Zhang et al. [7] covered foundation 
models like SAM. Examination of SAM's medical 
application revealed issues and provided direction 
for further study. Jiang et al. [8] used AG-BCE 
loss, MicroSegNet, a transformer UNet model, to 
improve prostate segmentation on micro-
ultrasound. They have achieved exceptional 
results, supporting the diagnosis of malignancy. 
Herdy et al. [9] suffered greatly from biocrusts. 
Austria and Utah saw consistent success using a 
semantic segmentation method that included 
domain adaptation. Chong et al. [10] intended to 
use ML/DL techniques to categorize microalgae. 
Outperforming textures and geometrical features 
produced accuracy. With a high accuracy, DL may 
be able to develop a universal model. 
Lee et al. [11] required due to the growing number 
of vehicles and weather-related potholes. Machine 
learning techniques increase forecast accuracy by 
utilizing temperature and traffic volume. Luo et 
al. [12] revolutionized semantic segmentation, 
which helps with pest identification, crop 
analysis, and other tasks. Robustness and labeled 
samples continue to pose challenges. Methods can 
be improved by integrating multimodal data. 
Mobarak et al. [13] delved into using machine 
learning in materials research, transforming 
comprehension and creativity via image 
processing, synthesis, and forecasting. Ahammed 
et al. [14] accepted that skin disorders necessitate 
prompt diagnosis. The proposed technique 
achieves accuracy by combining digital hair 

removal, SVM classification, and lesion 
segmentation. Although Davydzenka et al. [15] 
take much time to segment manually, X-ray μCT 
pictures help with the material investigation. 
Machine learning greatly enhances segmentation 
accuracy, particularly when combined with 
enriched data. 
Loverdos et al. [16] used DL to partition bricks 
and detect cracks, enhancing masonry analysis 
automatically. Future research will focus more on 
fault identification and drone surveillance. Singh 
et al. [17] enhanced by techniques inspired by 
nature, such as artificial neural networks and 
genetic algorithms. More studies are required to 
improve automatic segmentation methods and 
system performance measures. Sarraf et al. [18] 
examined four Deep Learning Convolutional 
Neural Networks for segmenting 3D nan 
tomography images. With its excellent 
performance and quick training times, U-Net++ 
provided effective data segmentation for X-ray 
microscopy. Accuracy might be increased with 
further improvements like pre-processing and 
data augmentation. Hou et al. [19] needed to 
guarantee operation and safety. Pavement analysis 
benefits from intrusive sensing, image processing, 
and machine learning. Sensor optimization, 
adaptive imaging algorithms, and growing 
datasets for machine learning are among the 
ongoing challenges. Walvekar et al. [20] state that 
early diagnosis is essential because COVID-19 
threatens world health. The greater sensitivity of 
CT imaging compared to RT-PCR helps in 
diagnosis. Clinicians' judgments are aided by 
automated segmentation using U-Net 
architecture, which lessens their workload. 
Minaee et al. [21], with algorithms ranging from 
CNN, RNN, attention models, and more, Deep 
Learning (DL) has revolutionized picture 
segmentation. A review of performance is done 
using datasets such as PASCAL VOC. Haque and 
Neubert [22] examined the effects of deep 
learning on the segmentation of biological 
images, emphasizing issues with generalization, 
dataset size, and data sharing. It highlights the 
necessity for more labeled pictures and 
investigates options for unsupervised learning. 
Hesamian et al. [23], with a summary of 
techniques and issues resolved, demonstrated that 
deep learning is an essential tool for medical 
picture segmentation. Garcia et al. [24] a lot of 
applications, such as virtual reality and 
autonomous driving, depend on semantic 
segmentation using deep learning. This work 
reviews data sets, strategies, difficulties, and 
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potential paths forward. Guo et al. [25] enhanced 
the tumor segmentation using PET, CT, and MRI. 
Multi-modal fusion works well in networks, 
mainly when dealing with poor-quality pictures. 
More structures will be tested, and future studies 
will investigate unsupervised techniques. It is 
essential to register accurately across modalities.  
Baumgartner et al. [26] state that automated 
cardiac segmentation is essential for evaluation. 
Using MR images as test data, 2D and 3D CNNs 
displayed Dice coefficients of 0.950 (LV), 0.893 
(RV), and 0.899 (Myo). Liu et al. [27] examined 
modern and conventional DNN techniques, 
describing innovations and best practices. 
Segmenting pictures semantically is crucial for 
computer vision and image processing. Lateef and 
Ruichek [28] state that semantic segmentation is 
essential for computer vision applications such as 
medical research and autonomous cars. Different 
datasets are used to test and classify deep learning 
techniques, emphasizing unresolved issues. Wang 
et al. [29] suggested techniques to modify CNNs 
to increase precision and effectiveness. Interactive 
frameworks enhance medical picture 
segmentation using deep learning. Tajbakhsh et al. 
[30] recently helped to segment medical images 
more effectively, although this technique requires 
massive, well-annotated datasets. An emphasis on 
economically viable approaches is placed on 
solutions for weak and limited annotations. 
Huang et al. [31] obtained this by merging FCM 
clustering with rough set theory in a novel picture 
segmentation technique that demonstrates anti-
noise capacity and reduces mistakes in fuzzy 
boundary areas. Kim et al. [32] used feature 
extraction and differentiable clustering, and a 
novel CNN architecture was suggested for 
unsupervised picture segmentation. The 
introduction of extensions for user input and 
reference photos demonstrated improved 
accuracy and efficiency. Hoang and Kang [33] 
suggested using post-processing techniques, 
statistics computation, and feature embedding to 
create a pixel-level clustering architecture for 
segmenting pictures without supervision. This 
strategy works better than prior approaches, 
helping with different computer vision problems. 
Panic et al. [34] suggested a mixed model for the 
unsupervised mCT image segmentation of 
cellular metals, incorporating a novel merging 
method and spatial regularization. Promising 
findings are obtained after a thorough study of 
five materials. Ocana et al. [35] focused on 
heuristic electron tomography picture 
segmentation methods by solving the discrete 

ordered median issue. The goal is to minimize 
computation time without sacrificing image 
quality. Notable gains are shown when VNS is 
paired with the 𝑃-median heuristic. 
Yadav et al. [36] evaluated the following methods 
for detecting outliers: DOFCM, CFCM, NC, and 
FCM. The best results are produced by DOFCM, 
which reliably detects outliers and correctly 
constructs clusters. Tseng and Tang [37] improved 
the XGBoost model's ability to detect brain 
tumors. PSO maximizes feature selection, K-
Means aids in segmentation, and CLAHE 
enhances pictures. Oskouei and Hashemzadeh 
[38], with cluster weighting and group-local 
feature weighting, CGFFCM is a color picture 
segmentation technique that improves accuracy. 
Utilizing an imperialist competitive algorithm, it 
optimizes by combining eight characteristics. 
Mittal et al. [39] tagged pixels comprise a large 
portion of an image, and computer vision relies 
heavily on image segmentation to extract 
information. Performance measurements and 
datasets are covered, and partitional clustering 
techniques are reviewed. In the future, meta-
heuristic techniques will be improved, and 
validity indices and algorithm stability will be 
compared. Qureshi and Ahamad [40] depend on 
images, and picture segmentation is essential for 
jobs like retrieval and pattern detection. Using 
neutrosophic logic to address uncertainties, this 
study presents a clustering algorithm that 
iteratively refines clusters for better segmentation. 
Deep learning also allows for the segmentation of 
images. Model innovations are also found for 
image processing innovations in [61] and[62]. 
More deep-learning optimizations are also found 
in [63] and [64]. Novel deep learning-based 
optimized ideas are also found in [65] and [66]. 
sLearning-based approaches with different 
optimizations are also found in 
[67], [68], and [69].  Many methods have been 
proposed for image segmentation based on 
clustering and deep learning, but they are limited. 
Conventional clustering methods like K-means 
and Fuzzy C-means are commonly sensitive to 
starting point selection and fail to accommodate 
complex and overlapping structures [39],[40]. 
Deep learning techniques, such as U-Net and 
Fully Convolutional Networks (FCN), have 
shown high Segmentation results but demand 
large amounts of labeled data and computational 
resources, which make them difficult to use in 
real-time [21], [29]. Although recent model 
upgrades like DeepLab and Transformer-based 
models have enhanced feature extraction aspects, 
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they are still subpar in fine-grain boundary 
separation and generalization on the same [7], [8]. 
The Spectral Clustering-Based Image 
Segmentation and Deep Learning-Based Image 
Segmentation algorithms proposed in this paper 
try to address these problems by combining 
spectral clustering and SegNet to deliver an 
efficient and accurate segmentation algorithm 
with low computational demands suitable for 
real-world computer vision problems. 
 
3. PRELIMINARIES 
 
Generally speaking, recommendation systems and 
market research are among the practical 
applications of clustering, which include photo 
segmentation, social network analysis, and online 
query search [42]. Optimizing similarity within 
clusters and reducing dissimilarity between them 
is the main objective of clustering methods, which 
group unlabeled pixels into homogenous groups 
with the highest similarity. The clustering process 
meets the following requirements on an image (X) 
of size (m × n), specified across d-dimensions, 
mathematically producing K clusters {C1, C2,…, 
Ck}: 
 
 𝐶௜ ≠ ∅, 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝐾                                                                  
𝐶௜ ∩ 𝐶௝ = ∅, 𝑓𝑜𝑟 𝑖 𝑎𝑛𝑑 𝑗 = 1,2, … , 𝐾 𝑎𝑛𝑑 𝑖 ≠ 𝑗 
𝑈௜ୀଵ

௄ 𝐶௜ = 𝑋 
As guaranteed by the first requirement, every 
generated cluster must include at least one pixel. 
The following requirement states that no pixel 
will be allocated to multiple clusters; all generated 
clusters will be mutually exclusive. The last 
requirement is that the data values assigned to 
each cluster accurately depict the whole image. 
Several clustering techniques for picture 
segmentation are available in the literature. There 
isn't a set definition for a cluster, though, and 
several clustering approaches have their ways of 
organizing the data. Thus, the grouping 
approaches may be categorized into two primary 
categories, partitioned and hierarchical, based on 
the cluster formation. 
3.1 Hard clustering methods 
By applying a target function to the data, complex 
clustering algorithms repeatedly partition the data 
into clusters. The total squared Euclidean 
distance—which must be kept to a minimum—
between the data and the associated centroid 
usually serves as the objective function. In these 
approaches, the centroid of the clusters is often 
defined as the center of the clustered data. 
Furthermore, hard clustering, as opposed to soft 

clustering, gives each data item a degree of 
belongingness of 0 or 1, assigning it to a single 
cluster alone. The challenging grouping method 
has high computational efficiency, is scalable, and 
is somewhat easy to use. Additionally, it can 
handle well-separated datasets with a spherical 
form. Nevertheless, it has some drawbacks, 
including the fact that the created cluster centroids 
are not very good cluster descriptors, that they are 
sensitive to the initial parameter choices, and that 
it is necessary to know in advance how many 
clusters will be created.  
3.1.1 Kmeans-based methods 
When employing Kmeans-based methods, the 
cluster centroid is updated using the average value 
following the assignment of each data item to the 
correct cluster. This process is carried out 
repeatedly until a specific convergence condition 
is satisfied. While techniques in this category 
provide advantages such as comparatively low 
time complexity, simplicity, and assured 
convergence, some drawbacks must be addressed. 
These restrictions include the need to know ahead 
of time how many clusters will be formed, the 
knowledge that the quality of the outcome is 
dependent upon how many clusters are formed 
initially, the fact that the strategy is inappropriate 
for data with non-convex distributions, the fact 
that it follows a hill-climbing path and thus 
frequently traps into local optima, and the reality 
that noise affects it somewhat, outliers, and the 
initialization phase. Generally speaking, every 
technique that draws inspiration from the most 
basic partitional clustering technique—K-
means—falls under this category. It is the gold 
standard for literary clustering [42]. Below is a 
summary of the K-means algorithm. 
K-means: There are several clusters (k) created 
from a collection of data points, X={x_1,...,x_n}. 
using K-means [43]. It divides data according to 
the similarity criterion, often the total of the 
squared errors, as stated in (4). 

𝐽 = ∑ 𝑠𝑢𝑚௫ೕ∈𝑋ฮ𝑥௝ − 𝑚௜ฮ
ଶ௞

௜ୀଵ                                     

(4) 
Since related clusters, 𝐶 = { 𝑐ଵ,···, 𝑐௞}, are 
represented collectively as 𝑀 =  {𝑚ଵ,···, 𝑚௞}, 𝑚௜ 
is the designation for the centroid of cluster I. The 
criterion function J is continually reduced while 
using this method. Additionally, in compliance 
with (5) and (6), the created clusters C and related 
centroids M are updated. 

𝑥௜ ∈ 𝑐௟ , 𝑖𝑓 𝑙 = 𝑎𝑟𝑔𝑚𝑖𝑛௟ୀଵ
௞ ฮ𝑥௝ − 𝑚௜ฮ

ଶ
               (5) 

𝑚௜ =
∑ ௫೔ೣ೔∈೎೗

|௖೗|
                                                        (6) 
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for 1 ≤  𝑖 ≤  𝑁 and 1 ≤  𝑙 ≤  𝑘. 
The temporal complexity of the K-means method 
is O(nkt), where n, k, and t represent the number 
of data items, maximum iterations, and clusters to 
be created, respectively. Nevertheless, this 
approach typically traps into local minima and is 
biased towards the original cluster centroids. 
Moreover, the number of clusters affects the 
solutions. 
Additional well-liked techniques in this area 
include partition around medoids (PAM) [44], K-
means [45], sort-means [46], K-harmonic means 
[47], K-modes [48], and K-medoids [49] are 
divided into two halves, thus it is possible to 
cluster big applications using randomized search 
(CLARANS) [50]. Whichever data point is 
closest to the cluster center is the cluster centroid 
according to the K-medoids approach, which is a 
variation of K-means. For discrete data, this 
approach is appropriate. PAM bears similarities to 
the two-phase, medoid-based approach known as 
build and swap. Minimizing the difference 
between the objects with the nearest medoid is the 
goal of this greedy search strategy. A collection of 
data points are regarded as medoids in the first 
phase, and they determine the set of chosen 
objects. The leftover data points are stored in an 
additional collection known as unselected objects. 
This is in line with the construction phase's stages. 
The subsequent phase aims to enhance the cluster 
quality by replacing the data from the unselected 
objects set with the information from the selected 
objects group. A good clustering approach is 
CLARANS, especially for large datasets. 
Discovering the medoids for the supplied data 
takes advantage of the graph idea. It merely 
considers a portion of the potential swaps between 
the picked and unselected items, applying PAM to 
the entire data collection. 
 
4. MATERIALS AND METHODS 
This section presents the suggested procedure, 
which includes a clustering-founded approach and 
a deep-learning approach for efficient image 
segmentation. 
4.1 Fast Spectral Clustering-based 
Segmentation  
This section provides a thorough overview of 
FSC. It focuses on superpixel-level spectral 
grouping. Assume that there are m superpixels in 
picture I, or ., 𝐼 = ⋃ 𝐴௜

௠
௜ୀଵ , where m is a 

considerably smaller number of pixels than n, and 
Ai is the i-th superpixel. The quad-tree's leaf node 
blocks are regarded as superpixels in FSC. Next, 
we use FSC to resolve the superpixel-based 

spectral image segmentation problem. The task 
involves dividing the superpixel set into k 
clusters, denoted as B = {B1,..., Bk}. The issue is 
comparable to the following minimization 
problem, which is Ncut's equivalent: 

min
஻భ,஻మ,…,஻ೖ

𝐹𝑆𝐶(𝐵ଵ, 𝐵ଶ, … , 𝐵௞), 

where 𝐹𝑆𝐶(𝐵ଵ, 𝐵ଶ, … , 𝐵௞) Is defined as: 
𝐹𝑆𝐶(𝐵ଵ, 𝐵ଶ , … , 𝐵௞)

= ෍ ෍
𝑐𝑢𝑡൫𝐵௜ , 𝐵௝൯

𝑣𝑜𝑙(𝐵௜)
,

௞

௝ୀଵ,௝ஷଵ

௞

௜ୀଵ

 

and 

𝑐𝑢𝑡൫𝐵௜ , 𝐵௝൯ = ෍ ෍
𝑐𝑢𝑡(𝐴௜, 𝐴௝)

ට|𝐴௜|ห𝐴௝ห஺ೕ∈஻ೕ஺೔∈஻೔

 

𝑣𝑜𝑙(𝐵௜) = ෍ ෍
𝑐𝑢𝑡(𝐴௝ , 𝐴௭)

ටห𝐴௝ห|𝐴௭|

௠

௭ୀଵ஺ೕ∈஻೔

, 

  where cut ൫𝐴௜ , 𝐴௝൯ = ∑ 𝑤௜௝௩೔∈஺೔,௩ೕ∈஺ೕ
 and |𝐴௜| is 

how many pixels there are in superpixel AI. 
Superpixel-based unnormalized graph Laplacian 
and the cluster 𝐵௝ indicator vector (j = 1,2,...,k) are 
needed to solve the issue given by Eq. (9). Define 
the superpixel indicator vector before building the 
unnormalized graph Laplacian using superpixels. 

𝐴௝ (𝑗 =  1,2, . . . , 𝑚) as ℎ௝ = ൫ℎଵ௝ , ℎଶ௝ , … , ℎ௡௝൯
்
 

by 

ℎ௜௝ = ቐ

ଵ

ටห஺ೕห
 𝑣௜ ∈ 𝐴௝  

0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

              (10) 

(𝑖 =  1,2, . . . , 𝑛), 
straightforwardn the quantity of pixels in 
superpixel 𝐴௝ is denoted by ห𝐴௝ห. Next, we create 
a matrix 𝐻 ∈ ℝ௡×௠ using the vectors that serve as 
indicate 𝐴௝ (j = 1,...,m) as its columns. Matrix H 
is a mapping that takes place between the pixel 
space and the superpixel space. Observing that 
matrix H is an orthogonal matrix with columns is 
simple. Using matrix H and W, the superpixel-
based similarity matrix W̃ is obtained as follows: 

𝑊෩ = 𝐻்𝑊𝐻 

⎣
⎢
⎢
⎡

௖௨௧(஺భ,஺భ)

|஺భ|
⋯

௖௨௧(஺భ,஺೘)

ඥ|஺భ||஺೘|

⋮ ⋱ ⋮
௖௨௧(஺೘,஺భ)

ඥ|஺೘||஺భ|
⋯

௖௨௧(஺೘ ,஺೘)

|஺೘| ⎦
⎥
⎥
⎤

                                

(11) 
 

At this point, we may define the degree 𝐷෩ matrix 
using superpixels: 

𝐷෩ = ൤
𝑑ଵ

       ⋱ 𝑑௠
൨,              (12) 
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𝑑௜ = ∑ 𝑊෩௜௝
௠
௝ୀଵ . 

The unnormalized graph Laplacian with matrices 
W ̃ and D ̃, defines, according to superpixels L̃, in 
this manner: 
𝐿෨ = 𝐷෩ − 𝑊෩ .            (13) 
Afterwards, the indicator vector is defined 𝑔௝ =

൫𝑔ଵ௝ , 𝑔ଶ௝ , … , 𝑔௠௝൯
்
 of 𝐵௝  (𝑗 =  1,2, . . . , 𝑘): 

𝑔௜௝ = ቐ

ଵ

ට௩௢௟൫஻ೕ൯
   𝐴௜ ∈  𝐵௝ ,

0                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

             (14) 

(𝑖 =  1,2, . . . , 𝑛), 
Obtaining the following equations is simple: 
 

𝑔௝
்𝐷෩௚௝ =

∑ ∑
𝑐𝑢𝑡(𝐴௜, 𝐴௭)

ඥ|𝐴௜||𝐴௭|
௠
௭ୀଵ஺೔∈஻ೕ

𝑣𝑜𝑙൫𝐵௝൯
 

= 1 
𝑔௝

்𝐿෨௚௝

= ෍ ෍ ෍
𝑐𝑢𝑡(𝐴௔, 𝐴௕)

𝑣𝑜𝑙൫𝐵௝൯ඥ|𝐴௔||𝐴௕|
஺್∈஻ೕ஺ೌ∈஻೔

௞

௜ୀଵ,௜ஷ௝

 

= ෍
𝑐𝑢𝑡൫𝐵௝ , 𝐵௜൯

𝑣𝑜𝑙൫𝐵௝൯

௞

௜ୀଵ,௜ஷ௝

. 

Then, construct a matrix 𝐺 ∈  𝑅௠×௞ in where the 
columns are the vectors that indicate 𝐵௝  (𝑗 =

 1,2, . . . , 𝑘). 
Consequently, The minimization issue in Eq. (9) 
may be reformulated as follows: 

 
min

஻
𝑇𝑟൫𝐺்𝐿෨𝐺൯             (15) 

      s. t.  𝐺்𝐷෩𝐺 = 𝐸 
 𝑇𝑟 r represents the matrix's trace. The 
aforementioned difficulty can be loosened by 
enabling any actual value to be entered into the 

matrix G elements. 𝑃 =  𝐷෩
భ

మ 𝐺 is substituted. We 
now have the following easy problem: 

min
௉∈ோ೘×ೖ

𝑇𝑟൫𝑃்𝐿෨ே𝑃൯              (16) 

𝑠. 𝑡.      𝑃்𝑃 = 𝐸, 
For a trace minimization problem, the typical 
version of Equation (16) is the minimization 
problem. The Laplacian 𝐿෨ேs initial k eigenvectors 
are the answer to the Rayleigh-Ritz theorem [51]. 
It is evident that 𝐿෨ே is sparse and has a size of m 
× m. As a result, compared to calculating the 
Laplacian matrix's eigenvector, expressed in 
terms of n×n in Ncut, the computing cost of 
finding the eigenvectors of 𝐿෨ேis substantially 
smaller. After transforming G to 𝐺௣ Depending on 
pixels from G based on superpixels, we can get 
the matrix that contains the pixel-based clustering 
information: 
𝐺௣ = 𝐻𝐺            (17) 
where Eq. (10) defines H. Next, we handle every 
row in 𝐺௣as a point ∈ 𝑅௞ And employ the Fuzzy 
C-means method to create k clusters out of all the 
locations, deriving the clustering outcome based 
on pixels. 

 
Figure 1: Illustrates Spectral Clustering-Based Image Segmentation 
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Figure 1 illustrates the spectral clustering-based 
image segmentation process. Input is the image 
that is to be segmented. Quad-tree decomposition 
divides the image into a hierarchical tree 
structure. The similarity matrix represents the 
similarity between different regions of the image. 
The degree matrix represents the number of 
connections between various image areas. 
Laplacian normalized graph, Eigenvectors, 
indicator matrix, and Generate Clustering: This 
step involves running a graph-based segmentation 
algorithm. The algorithm uses spectral clustering 
to choose the best way to partition the image. The 
output of the algorithm is a segmented image. 
4.1.1 Proposed Algorithm  
we proposed an algorithm known as Spectral 
Clustering-Based Image Segmentation (SCB-IS), 
which exploits the spectral clustering process for 
efficient image segmentation. 

Algorithm: Spectral Clustering-Based Image 
Segmentation (SCB-IS) 
Inputs:  
Image I 
Number of superpixels n 
Number of clusters k 
Output: Segmented image I' 

1. Begin 
2. Perform quad-tree decomposition to 

obtain superpixels 𝐴 =
 {𝐴ଵ, 𝐴ଶ, . . . , 𝐴௡} 

3. Compute similarity matrix 𝑊෩  ∈
ℝ௠×୫ as in Eq. 11 

4. Compute degree matrix 𝐷෩ as in Eq. 12 
5. Compute Laplacian normalized graph 

𝐿෨ே = 𝐷෩ି
భ

మ൫𝐷෩ − 𝑊෩ ൯𝐷෩ି
భ

మ. 
6. Compute eigenvectors denoted as 

𝑡ଵ, 𝑡ଶ, . . . , 𝑡௞ 
7. Compute indicator matrix 𝑇 =

 [𝑡ଵ, 𝑡ଶ, . . . , 𝑡௞]  ∈ 𝑅௠×௞. 

8. Compute 𝐺 = 𝐷෩ି
భ

మ𝑇 
9. Transform G to 𝐺௣  as in Eq. 17 
10.  Generate clusters using Fuzzy C-

means 
11. Output segmentation results 
12. End 

Algorithm 1: Spectral Clustering-Based Image 
Segmentation (Scb-Is) 

 
The SCB-IS algorithm is designed to segment 
images by clustering similar pixels. The process 
begins with a quad-tree decomposition to generate 
superpixels, which are then used to create a 
similarity matrix (as detailed in Equation 11) and 
a degree matrix (as per Equation 12). These 

matrices compute the normalized Laplacian 
graph, representing the image's structure. The 
algorithm then calculates the eigenvectors of the 
Laplacian matrix, denoted as V, and uses them to 
create an indicator matrix. This indicator matrix is 
transformed according to Equation 17, which 
likely involves a spectral embedding technique to 
convert the data into a space with fewer 
dimensions to make grouping more effective. 
Finally, the algorithm employs Fuzzy C-means 
clustering to generate the actual clusters, which 
are then used to output the segmented image I'. 
The SCB-IS algorithm is a sophisticated method 
that leverages spectral graph theory and fuzzy 
clustering to achieve precise segmentation of 
images; it finds utility in several applications, 
including satellite image processing, medical 
imaging, and object identification. 
 
4.2 Deep Learning-Based Image Segmentation  
The process for segmenting images using a deep 
learning-based algorithm is presented in this 
section. The SegNet model is recommended for 
picture segmentation despite several other deep 
learning models because of its efficient image 
segmentation method. A final layer for pixel-wise 
categorization, a related decoder network, and an 
encoder network make up SegNet, as shown in 
Figure 1. Analogous to the VGG16 network's 
initial thirteen convolutional layers, the encoder 
network consists of thirteen convolutional layers 
[1] for classifying objects. This allows us to start 
the training process with weights designed for 
classification on big datasets [58]. Alternatively, 
the higher-resolution feature maps at the deepest 
encoder output can be preserved while the 
completely connected layers are eliminated. 
Compared to other contemporary architectures, 
the SegNet encoder network has a notably smaller 
number of parameters [53], [54]. The decoder 
network has thirteen levels since every encoder 
layer has a corresponding decoder layer. The final 
decoder output is sent to a multi-class soft-max 
classifier, which generates class probabilities for 
every pixel.  
 
A collection of feature maps is generated via 
convolution between each filter bank and encoder 
inside the encoder network. Batch normalization 
is applied after that [57], [58]). Next, an element-
wise rectified linear non-linearity (ReLU) with a 
max(0, x) is implemented. Using a 2 × 2 window 
and stride 2 (non-overlapping window), a factor 
of two is applied to the max-pooling result. The 
minimal spatial changes in the input picture allow 
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for the translation invariance provided by max-
pooling. An enormous input picture context is 
given to every subsampled feature map pixel. The 
feature maps still lose some spatial resolution, 
even though numerous layers of max-pooling and 
sub-sampling can provide more translation 
invariance for reliable classification. 
 
The more lossy (border detail) visual depiction is 
not helpful in segmentation, where boundary 
delineation is essential. Therefore, boundary 
information must be captured and kept in the 
encoder feature maps before executing 
subsampling. After subsampling, all encoder 
feature maps can be stored if memory is not 
limited during inference. We suggest a more 
effective method of storing this data, as most real-
world situations do not operate like this. For each 
encoder feature map, the maximum feature value 
locations are stored in memory for each pooling 
window; just the max-pooling indices must be 
retained. This is potentially significantly more 
affordable to store than remembering feature 
map(s) with float precision, as it only requires two 
bits for each 2 x 2 pooling window. Later in this 
study, as we will demonstrate, it is still suitable for 
real-world applications even if there is a slight 
loss of accuracy because of the smaller memory 
capacity. 
 
The learned linked encoder feature map(s)' max-
pooling indices are used by the corresponding 
decoder in the decoder network to upsample the 
input feature map(s). Step (s) of this procedure 
creates a sparse feature map. Dense feature maps 
are produced when a trainable decoder filter bank 
is applied to these feature maps. Subsequently, 
each of these maps undergoes a batch normalizing 
phase. The associated decoder produced a multi-
channel feature map for the first encoder, which 
was closest to the input picture despite having 
three channels (RGB) in its encoder input. On the 
other hand, feature maps of the same size and 
quantity as the inputs from their matching 
encoders are produced by extra decoders in the 
network. The final decoder outputs the high-
dimensional feature representation to a trainable 
soft-max classifier. With this soft-max technique, 
each pixel is categorized independently. When K 
is the number of classes, the soft-max classifier 
produces a channel picture of probabilities with K 
classes as its output. The expected segmentation 
for each pixel corresponds to the class with the 
highest probability. The final decoder outputs the 

high-dimensional feature representation to a 
trainable soft-max classifier. With this soft-max 
technique, each pixel is categorized 
independently. When K is the number of classes, 
the soft-max classifier produces a channel picture 
of probabilities with K classes as its output. The 
expected segmentation for each pixel corresponds 
to the class with the highest probability. 
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Figure 2: Overview Of Segnet Architecture Used For Image Segmentation 

 
This RGB picture semantic segmentation 
technique uses a convolutional encoder-decoder 
architecture. The model's input is a typical RGB 
picture with three color channels (Red, Green, and 
Blue). Convolutional Encoder-Decoder Network 
has an encoder (on the left side of the network) 
and convolution + batch normalization + ReLU 
(blue layers). These layers perform convolution 
operations to extract features from the input 
image. Batch normalization helps stabilize and 
speed up the training, while the ReLU model 
becomes non-linear when the activation function 
is used. Pooling layers reduce the feature maps' 
spatial dimensions (width and height). This is 
typically done using max pooling; It increases the 
representations' sensitivity to tiny translations 
within the input picture. Upsampling layers 
expand the feature maps' spatial dimensionality. 
This process often uses transposed convolutions 
or interpolation methods to restore the original 
image size. Like the encoder, Convolution + 
Batch Normalization + ReLU layers further 
process the upsampled feature maps to improve 
the division. The last layer employs the softmax 
function to provide a probability distribution 
across the classes for every pixel in the input 

picture to aid the segmentation output. The 
decoder utilizes the encoder's pooling indices to 
guarantee that the upsampling procedure 
accurately conforms to the original spatial 
dimensions. The model's output is a segmented 
picture with a class name assigned to each pixel. 
Different colors in the segmented image represent 
different object classes (e.g., roads, cars, trees). 
The final output is a segmented image when each 
pixel is categorized into a predetermined class, 
enabling the identification of different objects and 
regions within the image. This Convolutional 
Encoder-Decoder architecture is widely used in 
various areas of semantic segmentation, including 
scene comprehension, medical picture analysis, 
and autonomous driving. 
4.2.1 Training 
Our baseline for the performance of the decoder 
versions is the CamVid road scenes dataset. This 
little collection of 360x480 RGB photos includes 
367 training and 233 testing images of daytime 
and nighttime landscapes. Eleven classes—
buildings, roads, vehicles, people, poles, signs, 
and sidewalks—must be broken apart to complete 
the work. Local contrast normalization [54] is 
used for the RGB input. The He et al. [57] method 
was initially used to set the encoder and decoder 

Pooling Indices 

Convolutional Encoder-Decoder  

Conv + Batch Normalisation + ReLu Pooling  

Upsampling Softmax  
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weights. We train all the versions using SGD 
using our Caffe implementation of SegNet-Basic 
[58], which has a fixed learning rate of 0.1 and 
momentum of 0.9 [59]. Up until the training loss 
converges, training is done on the variants. 
 
The exercise package is randomized before each 
epoch to ensure that every image is utilized 
exactly once throughout every era. Each small 
batch of twelve photographs is then selected 
sequentially. By using a validation dataset, we 
choose the most effective model. For network 
training, As the goal function, we employ the 
cross-entropy loss [53]. The overall loss of a mini-
batch is computed across all of its pixels. When 
the number of pixels in each class within the 
training set varies significantly, it becomes 
necessary to adjust the weighting of the loss 
according to the actual class (for instance, the 
CamVid dataset predominantly consists of pixels 
representing streets, sky, and buildings). The term 
"class balance" describes this. By dividing the 
class frequency by the ratio of the median of class 
frequencies computed across the whole training 
set, our approach—known as median frequency 
balancing [60]—determines the weight of a class 
in the loss function. This suggests the largest 
classes in the training set have weights more than 
1, whereas the smaller classes have weights lower 
than 1. We also experimented with training the 
several versions with and without natural 
frequency balancing and without class balancing. 
 
4.2.2 Proposed Algorithm  
Our alternative algorithm, Deep Learning-Based 
Image Segmentation (DLB-IS), was suggested. 
This algorithm is based on the SegNet model, 
which is widely used for image segmentation in 
computer vision applications.   

Algorithm: DLB-IS 
Input: Image I 
Output: Segmented image I' 

1. Begin 
2. Configure encoder 
3. Configure decoder 
4. Configure SegNet model m as in 

Figure 2 
5. Compile m 
6. featuresEncoderExecution(I) 
7. features'EncoderOutcome(features

) //compressed form of features 
8. reconstructedFeaturesDecoderExe

cution(features') 

9. I'Segmentation(reconstructedFeatu
res, multi-class classifier) 

10. Return I' 
11. End 

Algorithm 2: DLB-IS 
 
Algorithm 2, DLB-IS, is a procedure used to 
divide a picture into smaller parts to simplify and 
transform the image's representation into 
something easier to understand and examine. The 
process generates a segmented image (I') as the 
output after receiving an input picture (I). The 
encoder is set up to process and extract features 
from the input picture. The encoder extracts 
characteristics, which the decoder reconstructs. 
As illustrated in Figure 2, a SegNet model is 
designed. This model is a DL architecture 
specifically tailored for picture division tasks. 
Model Compilation: The SegNet model (m) is 
compiled, typically defining the loss function, the 
optimizer, and other parameters necessary for the 
training process. The encoder processes the input 
image (I) to produce a set of features. After that, 
the encoder processes the extracted features to 
make a compressed version of the features. The 
decoder receives the compressed features and 
uses them to recreate the features. A multi-class 
classifier is then used to segment the rebuilt 
features. After the algorithm runs, the segmented 
picture (I') is returned. The algorithm is structured 
to leverage the power of deep learning to segment 
images accurately, an essential function in many 
applications, including autonomous driving, 
object identification, and medical imaging. This 
work is especially well-suited for the SegNet 
model, a convolutional neural network, since it 
can capture the spatial and contextual information 
of the image, Facilitating accurate separation of 
distinct items or areas within the picture. 
 
5. EXPERIMENTAL RESULTS 
 
This part shows the two techniques used in this 
paper's experiment findings. The results include 
observations of image segmentation using a 
semantic clustering approach and a deep learning 
approach based on the SegNet model.  
 
5.1 Results of Fast Spectral Clustering  
This subsection presents the results of the cluster 
spectral clustering approach. 
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Figure 3: Results of ground truth segmentation 
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Figure 4: Results of spectral clustering with the full-size images (481x321) using the Annoy library 

   
Figure 5: Results of spectral clustering with the resized images  

 

   
Figure 6: Results of spectral clustering with the resized images using SKlearn’s implementation  
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Figure 7: Image Visualization And Ground Truth Generation 

 

   

  

 

Figure 8: Results Of K-Means-Based Segmentation 
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Figure 9: Results of K-means-based segmentation 
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Figure 10: Results Of K-Means-Based Segmentation 
 
 

 

 
Figure 11: Ground Truth 5 For The Given Image 

 
 

 
Figure 12: F-Measure And K-Value Analysis For 

Ground Truth Image 5 
 

 
Figure 13: Conditional Entropy And K-Value Analysis 

For Ground Truth Image 5 
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Figure 14: Results Of K-Means Clustering With Spatial Features 
 
5.2 Results of SegNet-Based Segmentation  
This segment shows the outcomes of our deep-learning method for picture segmentation. SegNet is the DL 
model used for picture segmentation. 

 
Figure 15: Results Of Segmentation For A Given Image 
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Figure 16: Intermediate Results Of Segmentation 

 
Figure 17: Intermediate Results Of Segmentation 

 

 
Figure 18: Input Image For Segmentation 
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Figure 19: Random Sampling 

 
Figure 20: Predicted Random Output 

 
Figure 21: Results of segmentation 

 
5.3 Comparative Analysis of Image 
Segmentation Models 
This section compares different image 
segmentation models. The SegNet model's results 
in this paper's empirical study are compared with 
those of numerous other models. 

Metri
c 

Precis
ion 

Rec
all 

F1 
Sco
re 

IoU 
(Me
an) 

Accur
acy 

U-
Net   

81 78 
79.
4 

63.5 85.3 

FCN   83.5 80.8 
82.
1 

66.2 87 

Deep
Lab   

80.2 77.5 
78.
8 

62.3 84.8 

SegN
et   

85.7 83 
84.
3 

69.4 88.5 

Table 1: Performance Comparison Of DL Models 
Used For Segmentation 
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Figure 22: Performance Comparison Of  DL Models 

 
Figure 22 shows the output of four distinct picture 
segmentation models (U-Net, FCN, DeepLab, 
SegNet) across five measures of performance: 
Precision, Recall, F1 Score, IOU (Mean), and 
Accuracy. Precision performance includes U-Net: 
81%, FCN: 83.5%, DeepLab: 83.2% and SegNet: 
85.7%. Recall of the models includes U-Net: 
78%, FCN: 80.8%, DeepLab: 77.5%, and SegNet: 
83%. F1 scores of the models are U-Net: 79.4%, 
FCN: 82.1%, DeepLab: 78.8%, and SegNet: 
84.3%. IOU performance of the models is U-Net: 
63.5%, FCN: 66.2%, DeepLab: 62.3% and 
SegNet: 69.4%. The accuracy of the models is U-
Net: 85.3%, FCN: 87%, DeepLab: 84.8%, and 
SegNet: 88.5%. SegNet performs the best across 
all metrics, achieving the highest precision 
(85.7%), recall (83%), F1 score (84.3%), IOU 
(69.4%), and accuracy (88.5%). FCN generally 
performs well, ranking second in most metrics. U-
Net and DeepLab are competitive but do not 
consistently surpass SegNet and FCN. Results 
reveal that SegNet outperforms the other models 
across all evaluated metrics, making it the most 
reliable choice for image segmentation tasks 
among the compared models. 
 

6. CONCLUSION AND FUTURE WORK  
Our article presented the Spectral Clustering-
Based Image Segmentation (SCB-IS) algorithm, 
which efficiently leverages spectral clustering to 
segment images. Additionally, we offered a deep 
learning-based segmentation technique using the 
widely employed SegNet. This method is known 
as Deep Learning-Based Image Segmentation 
(DLB-IS). Our empirical study using benchmark 
datasets found that many cutting-edge models are 
outperformed by our deep learning-based system, 
achieving the highest accuracy of 88.50%. The 
novelty of this work lies in integrating spectral 
clustering and deep learning approaches to 
achieve superior image segmentation accuracy. 
Our research demonstrates that the proposed Deep 
Learning-Based Image Segmentation (DLB-IS) 
method using SegNet outperforms existing 
models, making it a viable solution for medical 
imaging, object recognition, and autonomous 
systems, where precise segmentation is crucial. 
These learning-based approaches can be 
integrated into real-world computer vision 
applications to segment images efficiently. In our 
future work, features extracted from images aided 
by ML and DL approaches can be combined to 
make it a more efficient approach to image 
segmentation. Another important direction for our 
research work is to exploit such features in deep 
learning-based methodology towards multi-object 
detection and classification. In the future, it is also 
possible to exploit deep learning models and 
object detection approaches to recognize and 
describe a scene. 
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