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ABSTRACT 
 

In the constantly expanding area of scholarly inquiry, the need for efficient instruments or tools to measure 
and evaluate the effectiveness of literary works cannot be overestimated. As a field of study, bibliometrics is 
truly informative as it measures research output in a given field, further assisting in the areas of research 
grants, publications and evidence for decision-making and future planning in the education sector. It is a 
systematic way of evaluating productivity. Hence, this research attempts to carry out a literature review 
regarding the application of Bibliometric Profiling Analysis in the context of Machine Learning (ML). This 
research involved the assessment and evaluation of the research grants, innovations, published articles, 
journals and proceeding papers. All materials were retrieved using online databases such as IEEE Xplore, 
Ingenta Connect, Sage Journal, Science Direct and Proquest. To achieve this, technologies including data 
mining, network analysis and natural language processing techniques were applied. From the review, the 
Support Vector Machine (SVM) is a machine learning algorithm frequently used in Bibliometric Profiling 
Analysis.  
Keywords: Bibliometrics Profiling Analysis, Machine Learning, Natural Language Processing 
 
1. INTRODUCTION  
 

Bibliometrics is an analytical research 
technique used in library and information science 
that involves quantitative analysis and statistical 
parameters to characterize the publication trends 
within a certain field or numerous of literature [1]. 
There are several definitions: The first one was 
proposed by Pritchard in 1969 who defined 
bibliometrics as the use of mathematics and statistics 
on books and other media types of communications. 
This approach helps researchers and librarians 
identify the trend or pattern, influence and area of 
knowledge in different fields. Bibliometrics provide 
information about the impact of a specific paper or 
research article, publication frequency and 
authorship information for more informed decision-
making in research and policy development. 

Traditionally, bibliographic data is collected from 
known databases and other sources by scholars, 
whereby publications related to their subject of 
interest are included. It looks at the fundamental 
steps of data cleaning to eliminate or get rid of any 

duplicate values and ensure the dataset is free from 
any inconsistencies and contains reliable and valid 
information. Thus, indicators of bibliography are 
regarded as imperative to this study. Some examples 
of parameters are the h-index which measures 
researchers’ productivity and scientific impact of 
researchers, the journal impact factor depicting the 
average frequency with which the articles of a 
particular journal are cited over a given period and 
the citation indexes defining the frequency with 
which one or more publications are cited. 
Nevertheless, it is necessary to acknowledge certain 
limitations of the conventional bibliometric analysis. 
While it provides quantitative valuable information, 
it may not cover qualitative aspects of specific 
research. According to Bornmann and Leydesdorff, 
bibliometric methods provide an assessment of the 
incomplete kind and need to be supplemented by 
peer review and professional evaluation to assess the 
research impact [2]. 

Given this explosion in the number of 
publications, there is an increasing demand for 
methods that would allow for efficient and thorough 
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processing of this immense amount of work. 
Complexity does not allow for a clear analysis of the 
patterns using traditional bibliometric methods due 
to the overwhelming amount of data. Machine 
Learning (ML) is the next possible enhancement for 
bibliometric analysis as it aids in analyzing huge 
databases with the view of predicting similar 
incidences in the future. Through bibliometrics, ML 
helps in automating the preprocessing, cleaning and 
acquisition of data, hence shortening the analysis 
time. Besides, it saves time and makes it possible to 
gather more compiled data from different sources 
with the least amount of human intervention 
possible. For instance, traditional techniques are 
often problematical in dealing with data integration 
from different databases and variations in references, 
which sometimes lead to errors and inconsistencies 
[3]. ML can identify connections that might be 
hidden in the data when compared to more traditional 
bibliometric analysis. However, it is important not to 
overlook or underestimate the limitations of previous 
research. For example, citing frequency and impact 
factors may create partial information on the 
research coming up with a position since they do not 
consider the context or quality of citations [4]. 
Therefore, this article examines and assesses the 
application of machine learning techniques in the 
context of bibliometrics with a focus on the aspects 
of data merging and the accuracy of the results 
obtained, as well as on recognizing complex patterns 
in the academic literature. 

2. RELATED WORKS 

In this review, several works related to ML 
and Bibliometric Profiling Analysis are described in 
more detail. 
 
2.1 Bibliometric 

As one of the main tools in research 
evaluation and analysis, bibliometrics has been 
critical in providing quantitative measures of 
publications’ features. The term bibliometrics was 
first employed by Pritchard in 1969 and for 
bibliometric, Pritchard defined it as the statistical 
analysis of the properties of books and other media 
[1]. Over time, there has been a progressive 
enhancement and expansion in the application of 
bibliometric analysis. Leydesdorff and Milojevic 
further developed Pritchard’s initial area 
characterisation in 2015. By using it to investigate 
the historical development of research topics, 
identify new trends and demonstrate the 
multifaceted context of scientific research, the 
application of bibliometric analysis has been 
broadened beyond mere calculation [5]. 

Some components of bibliometric 
approaches include the analysis of bibliographic 
data, frequency of publications, authorship and their 
frequency, as well as citations. Through these 
strategies, decision-makers, organisations and 
academics acquire helpful knowledge about the 
significance and results of their work, which results 
in making proper decisions. In light of digital 
technology development and the increase in 
scholarly production, bibliometrics has become an 
essential approach in today’s scientific setting, 
contributing to an increased number of data points 
and types. Authors and organisations go on to 
employ bibliometric analysis to understand how 
scientific fields work, assess the efficiency of people 
and organisations, as well as make decisions beyond 
the academic environment. Traditional bibliometrics 
is defined as the quantitative analysis of 
bibliographic data aiming at assessing the 
productivity and/or the utilisation of the scholarship. 
In a nutshell, bibliometrics is the study of the 
frequency, intensity and manner of publication in 
scholarly literature and the details of authorship. One 
of the measurements most widely used in traditional 
bibliometrics is the citation index, which refers to the 
number of times a work, for example, an article, 
research paper or book has been cited by other 
works. It is commonly employed in evaluating the 
importance and influence of various articles within a 
given specialist or topic area.  

The conventional applications of 
bibliometric measures may be applied in cases of 
individual researchers and organizations, such as 
journals and research centres, by academics and 
other stakeholders in organizations. Citation analysis 
is efficient in determining the makeup of a topic’s 
interconnected publications, authors and journals. 
Also, bibliometric indices including the h-index as 
well as the impact factor are widely used to evaluate 
the relevance and quality of submitted articles. It is 
critical to the scientific community’s decision-
making regarding funding allocation and 
comprehensive assessments of academic 
institutions. Although carrying several limitations, it 
can be regarded as a valuable instrument of 
bibliometrics in the scholarly impact measurement. 
Several people argued that it would be misleading to 
completely assess the influence of the metrics 
derived from citations as other important aspects like 
societal relevance, interdisciplinary work and 
individuals’ contribution quality might be omitted. 
However, traditional bibliometrics remains one of 
the common quantitative indicators in the system of 
evaluating the performance of educational 
institutions and can continue to contribute to further 
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discussions regarding scientific development and 
research assessment. 
 
2.2 Machine Learning 

Artificial intelligence’s subdiscipline 
known as machine learning involves creating 
statistical models and algorithms that allow 
computer systems to improve performance at a 
particular task as a result of experience without the 
need for direct programming. It is the process of 
analyzing data, identifying certain patterns within 
the data, and being able to predict from other similar 
data. Machine learning algorithms are adaptive and 
run in an iterative loop to learn from the new 
information and data and then make better 
predictions. Through affinity, machine learning 
helps applied computers to reveal patterns, learn 
from examples and make good decisions with 
information input without being programmed for 
each scenario. It is used in several fields including 
speech and picture recognition, recommendation, 
natural language processing and predictive analysis. 
Supervised learning regards the training dataset as a 
set of input-output pairs and the algorithm aims to 
construct a hypothesis that would produce outputs 
similar to those of the training set while for 
unsupervised learning, the algorithm works on an 
unlabelled set of data to find patterns. Machine 
learning is a progressive, always-developing branch 
of science that simulates several sophisticated 
processes and contributes to decision-making within 
several spheres. 
 
2.3 Application of Machine Learning in 
Bibliometric Profiling Analysis 

Due to the sheer volume of work produced, 
there is an increasing demand for methods that could 
accurately and comprehensively evaluate this 
material as their nature bibliometric analysis 
methods fail to scale to the size of the problem and 
cannot model intricate relationships. This aspiration 
finds a speedy substantiation in the constantly 
growing body of erudite literature. It is claimed that 
the application of ML could significantly improve 
the bibliometric, meaning that it is possible to 
analyse patterns in big data and make prognoses of 
future events. In bibliometric analysis, ML makes it 
easier in that it automates data gathering, extraction, 
transformation and data scrubbing. Therefore, the 
collection of data from informants from several 
sources becomes much easier; it has less human 
intervention yet is very certain of a bigger sample. 

Some of the previous papers have probed 
into the use of ML in bibliometrics in general. It is 
specifically about the application of such a 

methodology with the potential to increase the 
efficiency of bibliometric profiling and its accuracy, 
which is what attracted a lot of exciting work in this 
field [6][7]. To enhance the information retrieval 
from the given scientific literature, Belleau et al. 
(2008) proposed the application of machine learning 
approaches. Strogatz and his team used RDF triples 
and developed an extensive knowledge system 
where they highlighted the capability of machine 
learning in managing extensive bibliometric data [1]. 
In Chen's (2006) work, bibliometric and other 
machine-learning methods were employed to 
discover and map evolving patterns as well as short-
lived tendencies in scientific publications. The 
author established that ML was applicable and 
effective in bibliometrics through a case study where 
he introduced the CiteSpace II system, which 
applied hybrid clustering analysis of citations [8]. 

Research works have also been done to 
understand the specific studies of related ML 
algorithm applicability in bibliometrics. For 
instance, Van Eck and Waltman (2010) designed a 
computer programme called VOSviewer for 
bibliometric mapping. The software used for the 
analysis and visualization of large bibliometric 
networks includes multidimensional scaling and 
clustering [9]. According to Řehůřek and Sojka 
(2010), using Latent Semantic Analysis (LSA), the 
authors managed to analyse patterns unveiled in 
several scientific articles. The work demonstrated an 
application of the ULA in identifying latent 
structures in bibliometric data [10]. 

Thus, computer science has developed 
significantly from 2019 to 2024, still, the techniques 
of creating bibliometric profiling tools are not fully 
elaborated. Many existing models and approaches do 
not fully capture new machine-learning technologies 
for analyzing and interpreting large-scale 
bibliographical data. This research seeks to solve 
this problem by developing an enhanced 
bibliometric profile model employing modern 
machine learning techniques like support vector 
machine, decision tree, k-means, hierarchical 
clustering, artificial neural network, genetic 
algorithm, k-nearest neighbor, naïve Bayes and 
linear regression. Thus, it becomes the purpose of 
this research to propose a tool for bibliometric 
analysis that is more accurate and versatile, 
independent of the area of computer science. 
 
2.4 Profiling Analysis 

For creating a more profound 
understanding and making sound decisions, 
profiling analysis is used to identify patterns, trends 
and traits in data. Profiling analysis allows a deeper 
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understanding of the composition, content and 
calibre of the data. This study helps researchers to 
obtain important characteristics of durations and 
assess the distribution of data and possible 
discrepancies. Profiling also plays its part in the 
creation of a clear framework for further research as 
it allows researchers to get familiar with the special 
characteristics of the data to be studied. One of the 
main goals of profile analysis is to obtain a better 
understanding of the structure of the given dataset. 
Statistical inferences and graphical techniques are 
employed to sum up and display normal propensity 
solutions including mainstream inclination, 
dispersal and regularity division. It can be useful 
when inferring outliers, the meaning of data skews 
and overviewing the overall data quality. In 
profiling, issues of data reliability are effectively 
addressed while promoting researchers’ trust in 
other research processes and enabling them to find 
the most suitable approaches depending on their 
goals. 

Also, a profile analysis readies data to 
perform other analyses in the future. Researchers 
often apply profiling in their studies to address issues 
such as outliers, missing numbers, formatting issues 
and preparation of data. If the researchers have 
ample knowledge of the properties of the data, they 
will be in a very good position to determine the 
methods of data transformation and data cleaning. 
Additionally, profiling helps the first step in 
determining dependencies or relations between 
variables, which forms the foundation for other 
detailed works, like correlation or predictive analysis 
tasks. In conclusion, the profiling analysis provides 
reliable and accurate research results as a whole. 
2.4.1 Natural Language Processing 

Jointing linguistic science, computer 
science and artificial intelligence, natural language 
processing or NLP is the interdisciplinary study that 
focuses on the programming of computers to 
understand, interpret and generate human language. 
Through NLP, computers can process a large 
amount of text material by translating it into a 
language comprehensible to the machine. This also 
means designing models and algorithms that address 
the issues of the vagueness of language, the ability 
to sense and interpret the contextual situation and 
sensitivity to cultural differences. NLP is applied in 
numerous applications involving context and 
meaning besides enabling good and contextual 
interactions with computers like sentiment analysis, 
language translation, chatbots and even virtual 
personal assistants. 

The foundation of bibliometric profiling is 
NLP, most pronounced when machine learning is 

added to the process. NLP prepares the textual data 
of academic papers for feature extraction by ML 
algorithms through the steps of tokenization, 
stemming and stop word removal. To generate 
accurate profiles of researchers, institutions, or 
themes of the research, certain techniques are 
followed where basic techniques like Named Entity 
Recognition (NER) in which the entities like the 
authors, the keywords and the topics of research are 
identified. Moreover, it is important to note that 
topic modelling, which identifies important topics 
and themes in a large volume of scholarly 
documents, resulted from the interaction between 
NLP and ML. This enables the assessment of new 
trends, the status of the field and content-based 
publication classification. Besides, NLP contributes 
to the use of author profiling through the analysis of 
the writing behaviors such as mode of writing and 
grammatical usage, concerned vocabulary and topics 
covered. This goes a long way in helping ML 
algorithms create well-rounded author profiles that 
include specialization, areas of interest and 
contribution. Taking everything into consideration, 
NLP enhances bibliometric profiling with the help of 
information extraction from the materials published 
in scientific databases, identification of key players 
in a field of study, understanding the dynamics of 
research and predicting the trends in numerous fields 
of study. 
2.4.2 VoSViewer 

Bibliometric networks can be created and 
visualized with the help of the software tool called 
VOSviewer. It is most useful in mapping scholarly 
publications and journals, researchers, or keywords 
outlined based on citation and co-citation, 
bibliographic coupling and co-authorship data. One 
of the advantages of using it is the ability to create 
high-resolution graphical models that a user can later 
zoom in on and find out how particular data sets are 
related or grouped. The tool includes features for 
building and analyzing networks starting from data 
downloaded from bibliographic databases such as 
Scopus, Web of Science, or Pubmed, and uses 
distance and clustering-based mapping. 

Furthermore, VOSviewer provides 
important benefits closely linked with the use of the 
software in bibliometric profiling essential for 
mapping and visualization of extensive bibliometric 
networks. It has a robust and efficient process of 
processing massive amounts of data and creates 
accurate and sophisticated maps: Citation, co-
authorship and keyword co-occurrence. These 
visualizations are also live, meaning zooming in on 
specific clusters and themes and mapping between 
nodes such as authors, institutions, or publications. 
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Thanks to the basic but simple graphical user 
interface, VOSviewer can be easily used by 
Greenhorns and expert researchers in travelling 
through bibliometrics and the visualization of 
numerous bibliometric data without acquiring prior 
programming experience. 

In bibliometric profiling, VOSviewer is 
popular as it provides nice and somewhat 
sophisticated word maps and allows for the 
identification of themes and research trends in large 
volumes of literature. Academics employ the 
instrument to identify key authors, institutions, or 
themes in certain disciplines, identify cooperative 
web structures and analyse the development of 
specific research fields. Using its highly efficient 
clustering algorithms, it can identify relations that 
are not noticeable at first employing more 
conventional bibliometrics approaches. This makes 
VOSviewer indispensable in shedding more light on 
the trend of research and scholarly communication 
in science. 

For bibliometric profiling, some of the 
studies have, for example, applied VOSviewer. For 
instance, Van Eck and Waltman (2010) have shown 
how to use VOSviewer as a tool for mapping the 
scientometric field. Chen, Song and He (2021) used 
the tool to examine trends in renewable energy 
research where findings included major authors as 
well as themes. Donthu et al. (2021) also conducted 
another study aimed at identifying the evolution 
studies conducted during the COVID-19 pandemic 
and the most important articles as well as networks 
that work together. The study demonstrated how 
VOSviewer was adopted for discovering research 
trends, showing scholarly performance and 
displaying the structures of knowledge in 
bibliometrics studies.  
2.4.3 R Studio 

R Studio is a very useful tool commonly 
applied in bibliometric characterization to scrutinize 
publication histories, citations and trendy research 
themes and networks in multi-disciplinary contexts. 
Using R, researchers can use better packages such as 
bibliometrics and ggplot2 for efficient analysis of the 
data and to determine relations between authors, 
institutions and journals or to examine major areas 
or trends of interest in a specific field. R provides a 
high level of data handling per specification of the 
bibliographic data of the data sources of large-scale 
databases such as Scopus or Web of Science indices, 
conducting of descriptive statistics as well as 
construction of citation maps, co-authorship 
networks and the thematic evolution plots. 

R has several advantages that make it ideal 
for bibliometric profiling and other applications of 

analysis of large data sets. One of its major 
advantages is that it has an open-source platform 
where any researcher can gain and rewrite the 
software as they deem fit. This openness is 
complemented by an extensive range of a large 
number of specialized packages like bibliometrics 
for bibliometric analysis to perform tasks as simple 
as handling large bibliographic datasets or as 
complex as performing other statistical analyses and 
even presenting them in the forms of sophisticated 
visuals. R’s advantage of handling large sets of data 
makes it fit for bibliometric profiling, especially 
when working with hundreds and thousands of 
records in sources such as Scopus or Web of Science 
databases.  
The use of R scripts is also repetitive and permits 
other researchers to easily validate their findings. As 
the structure of bibliographic coupling and co-
citation data permits free manipulation of citation 
and collaboration networks corresponding to typical 
research themes, Ribeiro et al. demonstrated how 
flexibly R can be used in bibliometric profiling to 
uncover temporal patterns of knowledge growth in a 
presented subject area and produce customized 
visualizations. Investigators use R for these 
operations due to the refined statistical functions, the 
programmability of the environment, the 
community-contributed software and online R-help 
groups. Therefore, algorithm customization, high-
speed execution and flexible application make R 
valuable for bibliometric profiling. 
In particular, several works deal with bibliometric 
profiling using R. For instance, Aria and Cuccurullo 
(2017) unveiled the bibliometrics package and 
accompanied it with a use case example showing a 
more broad science mapping process. Donthu et al. 
(2021) in another study used R to map research 
activities related to COVID-19, which outlined the 
main themes and the most productive scholars. 
Further, Ellegaard and Wallin used R to analyze the 
trends of bibliometric analysis based on methods 
used in bibliometric analysis and showed the 
development of these techniques in scientific 
literature. All of these studies demonstrated the 
importance of using R in improving the process of 
bibliometric analysis as well as gaining a better 
understanding of the structure of research.  
2.4.4 Comparison between VosViewer and R 

Studio 
In the analysis of bibliometric profiling, 

few studies have made comparisons between R and 
VOSviewer, and scant attention has been paid to 
their capabilities and drawbacks. These comparisons 
primarily emphasized that both tools are suitable for 
bibliometric analysis but for somewhat different 
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purposes and concerning the users’ requirements. R 
is generally preferred owing to its flexibility, 
statistical strength and versatility, which is nourished 
by packages such as bibliometrics. In contrast, 
VOSviewer is considered very user-friendly and the 
result is presented in easy-to-understand 
visualizations, even to persons with minimal 
computer skills. 

Another article by Moral-Muñoz et al. 
(2020) compared bibliometric tools, such as R and 
VOSviewer, focusing on their data processing, 
mapping and visualizing capacities. The study 
pointed out that R offers superior statistical analysis 
and can be adjusted to several research practices for 
coding. Still, the creation of R is much more 
challenging than Python as users need to be familiar 
with programming languages and statistics. While it 
is not as adaptive as R, VOSviewer is good at 
creating network-based visualizations and ease of 
use. In contrast, its capacity for performing 
additional statistical tests is not extensive compared 
to the richness of R’s options. Using VOSviewer’s 
output is interactive and fully customizable, yet the 
programme’s versatility when it comes to input and 
output data sources and manipulation is significantly 
more limited than that of R. 

Petersen et al. (2022) compared CiteSpace 
and other 16 software, among which included 
VOSviewer and R; the results revealed that the 
former is more suitable for users who need to 
visualize and analyze collaboration networks or 
keyword co-occurrence, while the latter is more 
suitable for users who need to conduct more detailed 
bibliometric profiling, including regression analysis, 
clustering and others. The fact that R allows 
combining various bibliometric datasets and 
performing an array of more specific calculations 
predestines it for scholars in need of detailed 
statistics in addition to data visualization. As for the 
practical preference, VOSviewer is preferred by 
researchers who need a simple fast tool for the 
visualization of bibliometric data. Hence, it is 
particularly appreciated by users interested in easy-
to-read topological maps and touch-screen graphical 
interfaces rather than sophisticated statistical charts. 
However, for those intending to perform more 
complex bibliometric analyses that necessarily entail 
the application of higher orders of statistics and 
tailored analytical processes, the R feature 
(particularly the bibliometrics packages) is highly 
preferred owing to the programme’s flexibility at the 
cost of higher difficulty levels. 

While there is a wide usage of the 
VOSviewer software for use in its appealing 
graphical user interface and simple and 

comprehensive visualizations, R on the other hand is 
used in cases when there is a need to considerably 
and further analyze the statistics and customize 
them. Experts in their studies decide on the choice of 
the tool depending on the complexity of analysis 
they require as well as the level of communication 
required with their data. 
 
3. METHODS 
 

The methodology concentrated on 
summarizing the techniques used in each prior work 
and choosing the most beneficial elements or 
procedures used in the research from previous 
experience to produce appropriate and accurate 
bibliometric profiling analysis results. This review 
was performed using the techniques for conducting 
a systematic literature review suggested by 
Kitchenham [11]. The process for identifying the 
most effective techniques or methods for 
bibliometric profile analysis is explained in this 
section. The following are the three primary steps in 
a systematic literature review process. The 
procedures conducted on each step associated with 
bibliometric profiling analysis are elaborated on in 
the next section. 
 
3.1 Planning the Review 

A systematic review is needed when all 
accessible information on a specific occurrence 
needs to be comprehensively and objectively 
compiled. The purpose of this systematic literature 
review is to support the objectives of this research, 
which are:  
1. To provide an overview of the existing 
methodologies used in Bibliometric Profiling 
Analysis.  
2. To identify the most effective ML algorithms for 
bibliometric profiling analysis.  
3. To provide a comprehensive assessment of the 
data sources, preprocessing techniques and 
evaluation parameters for bibliometric profiling 
analysis.  
4. To explore and uncover the potential research 
gaps in previous research. The creation of the 
research questions is the most important step in the 
procedure for a systematic literature review right 
after the research objectives are established as it 
drives the entire literature review process.  

Kitchenham’s [39] guidelines state that the 
population, intervention and study outcomes are the 
three primary components of the study criteria that 
should be considered while formulating research 
questions, which prompted the mapping of the 
research questions. 
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1. How have the methodologies for bibliometric 
profiling analysis evolved, and what emerging 
techniques were applied?  
2. Which machine learning algorithms have proven 
to be the most effective for bibliometric profiling 
analysis?  
3. How do different data sources and preprocessing 
techniques impact the accuracy and reliability of 
bibliometric profiling analysis using machine 
learning?  
4. What potential gaps exist in previous research 
regarding Bibliometric Profiling Analysis using 
ML? 
 
3.2 Conducting the Review 

The design of the extraction criteria, search 
strategy and research selection criteria are disclosed 
in this section. Here are some detailed explanations 
for each of the covered categories. 

i) Search for the Literature 
Five databases were reviewed in total to 

ensure that relevant papers were included in this 
study: IEEE Explore, Sage Journal, Science 
Direct, Proquest, and Ingenta Connect. Table 1 
contains a list of all database sources. 

Table 1: The Database Sources 

Database 
Sources 

No. of 
Publication 

IEEE Xplore 10 
Sage Journal 14 
Science Direct 12 
Proquest 20 
Ingenta Connect 11 
TOTAL 67 

 
The study selection criteria used to choose 

the best papers for this review are described as 
follows:  
• Researchers who modeled Bibliometric 
Profiling Analysis using Machine Learning 
Algorithms.  
• Review articles published and written in 
English.  
• Studies that employed NLP. 
 
ii) Screen for Inclusion  

The primary goal was to incorporate as 
many publications that address research topics 
between 2019 and 2023. Subsequently, specific 
standards were established to determine 
whether an article qualified for inclusion in the 
analysis or not. A review consisting of the 
subsequent criteria was included in the 

compilation of the first batch of publications for 
this research. 
1) Research papers on Bibliometric Analysis 
2) Papers from 2019 to 2023  
3) Papers published written in English 

 
Reports that satisfied any of the subsequent 
requirements were not included:  
1) Research without the use of data mining or 

machine learning methods 
2) Irrelevant titles, abstracts, and keywords  

 
The PRISMA flowchart serving as a guide 

during the selection process is depicted in 
Figure 1. There were five databases used as 
sources to search for the research papers, 
namely IEEE Explorer, Sage Journal, Science 
Direct, Proquest and Ingenta Connect. 
According to the study, 61 papers were found. 

 

 
Figure 1 PRISMA Flowchart 
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4 Results 
This section is divided into two parts, 

which are the Categorization of ML Algorithms and 
data sources as well as the findings. Each part will 
be explained further below. 

 
4.1 Categorization of Machine Learning 

Algorithms and Data Sources 
This first section delves into a 

comprehensive analysis of the features, methods and 
algorithms employed in this review. It aims to 
provide a thorough examination of the key elements 
that contributed to the study’s findings and insights. 
Through this analysis, a deeper understanding of the 
methodologies and tools applied in bibliometric 
profiling analysis using machine learning was 
achieved. The inclusion of these research questions 
served as a foundation for conducting this study, 
enabling a structured and coherent exploration of the 
subject matter. Table 2 provides a detailed 
breakdown of the algorithm categories based on the 
completed article review, offering a clear framework 
for the analysis. 

Table 2: Machine Learning Algorithms. 

Code Algorithms 

DT Decision Tree 

SVM Support Vector Machine 

KM K-Mean 

HC Hierarchical Clustering 

ANN Artificial Neural Network 

GA Genetic Algorithms 

KNN K-Nearest Neighbor 

NB Naïve Bayes 

LR Linear Regression 

 
In Table 3, the frequency of algorithm 

usage in this research is presented and categorized. 
An assessment of the experimental classification 
model led to the identification of the most suitable 
and precise algorithms for bibliometric analysis 
when employing machine learning techniques. 
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Table 3 The Frequency of Algorithms Used 

Published 
Paper 

Machine Learning Algorithms 
DT SVM KM HC ANN GA KNN NB LR 

[12]  /        
[13]  /        
[14] /   /     / 
[22]          
[23]    /     /   
[25] / /       / 
[28]        /  
[31] / /        
[32]     /     
[33] / /   /  / / / 
[36]  /   / /    
[37]          
[38]  /   /     
[41]       /   
[42]     /     
[46]          
[47]  /   /     
[48]  /    /    
[49]  /        
[50]       / /  
[51]  /     /  / 
[55] / /        
[56]          
[58] /        / 
[60]  /   /     
[62]   /       
[65]  /   /    / 
[67] / /   /  /   
[68] / /     /   
[69]  /   /     
[70]  /   /    / 
[71]  /      /  

Total 
Research 

Used 

8 20 1 1 11 2 7 4 7 
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4.2 The Findings 
Based on Table 4, the frequency of 

Machine Learning Algorithms was recorded. Nine 
algorithms were involved in previous research, 
namely Decision Tree (DT), Support Vector 
Machine (SVM), K-Means (KM), Hierarchical 
Clustering (HC), Artificial Neural Network (ANN), 
Genetic Algorithms (GA), K-Nearest Neighbor 
(KNN), Naïve Bayes (NB) and Logistic Regression 
(LR). 

Table 4: Machine Learning Algorithms. 

No Machine Learning 
Algorithms 

Count 

1 Decision Tree 8 

2 Support Vector Machine 20 

3 K-Mean 1 

4 Hierarchical Clustering 1 

5 Artificial Neural Network 11 

6 Genetic Algorithms 2 

7 K-Nearest Neighbor 7 

8 Naïve Bayes 4 

9 Linear Regression 7 

TOTAL 61 

 
According to the above table, the most 

commonly used algorithm is the SVM, which was 
presented in 20 out of 61 studies and contributed 
roughly 32.79%. Next in line is the ANN, which 
accounted for about 18.03% of the total. DT comes 
next with 13.11% of the total. The percentage of 
KNN and LR was approximately 11.48%. The 
contributions from NB and GA were 6.58% and 
3.28%, respectively. 
 

In bibliometric profiling analysis, machine 
learning algorithms can be used to extract the 
patterns, relationships and trends in large sets of 
publications, citations, and research metrics. It can 
be noted that SVM plays the role of the most popular 
algorithm in bibliometric profiling. It is such an 
excellence of classification tasks although provided 
by finding the best hyperplane that divides distinct 
classes. For example, it is especially suitable for 
finding relationships in research papers, organizing 
research topics and forecasting future trends 
utilizing citation networks capable of high-
dimensional data and applicable to this particular 
domain. SVM is popular in bibliometric profiling as 
it is robust in dealing with complex datasets and 
effective in text classification roles, also typical for 
bibliometric research. 
 

KM and HC both help to group similar 
research papers or authors according to different 
attributes. KM is efficient for large datasets, while 
HC provides a dendrogram that helps in visualizing 
the clustering structure. Clustering algorithms may 
not always be the primary tool in bibliometric 
profiling, as the focus is often on classification, 
prediction, or regression tasks rather than 
unsupervised clustering. 
 
Discussion 
 

The features, methods and algorithms 
utilized in this research are considered in this 
section. According to the literature, there are three 
basic sources of success when it comes to 
bibliometric profiling analysis: The methodologies 
and techniques applied, the chosen algorithms and 
the quality and relevance of data [75].  
(RQ:1) How have the methodologies for 
bibliometric profiling analysis evolved over time 
and what emerging techniques are being applied?  
In the past, bibliometric analysis has used basic 
benchmark measures including citations, co-
authorship analysis and journal impact factors. 
These approaches were mostly ‘counting-driven’ 
and aimed at estimating the efficiency of authors or 
institutions and determining the most ‘popular’ 
papers and journals in a particular area of interest. 
Bibliometric studies as a field have increasingly 
evolved towards methods as times changed with 
improvements in computation as well as data access. 
Co-citation analysis and co-word analysis appeared 
as new tools that gave a more accurate idea of the 
intellectual structure of academic disciplines. In the 
early development, bibliographic profiling was less 
dynamic and the data was accrued and analyzed by 
hands-on researchers. Sources like Scopus and Web 
of Science became digital, which enhanced the data 
availability; still, there was heavy input from human 
analysis. However, the application of automated 
tools, for example, VOSviewer and CiteSpace, was 
revealed to be a major shift. These tools helped 
researchers to work more efficiently with the data to 
visualize important relationships such as 
collaboration ones and themes in citation networks 
and intellectual relations that could be difficult to 
map otherwise. This laid the groundwork for the 
more advanced techniques in practice today. 
However, in the recent past, the integration of ML 
algorithms and artificial intelligence (AI) has 
extended bibliometric analysis further. These 
technologies go beyond citation indexes, utilizing 
such algorithms as supervised and unsupervised ML, 
including topic modelling, cluster analysis, as well 
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as network-based tools. ML makes it possible to find 
plug patterns and take a plunge into bigger data to 
identify new topics of fledging research, observe the 
flow of knowledge and even make forecasts as to 
what the next trend might look like. The shift of such 
practices from manual methods to AI-based 
analytics presents the growth of bibliometric 
approaches in the analysis of scientific research with 
modern techniques such as ML being a significant 
advancement. Furthermore, NLP has been recently 
utilized for textual feature extraction like abstracts 
and keywords. This makes it possible to gain an 
understanding of the content hence identifying 
underlying trends that citation methods may leave 
out. Optimization of the visualization of high-
dimensional data has been made possible by the use 
of new methods which have also greatly assisted the 
visualization of complicated networks and themes in 
big data sets. The integration of ML also has the 
unique capability of performing real-time and large-
scale bibliometric profiling of growing scientific 
frontiers such as the AI and biotechnology 
disciplines. Through the same approach, it is 
possible to highlight the development of 
methodologies throughout history as well as reveal 
the current state-of-the-art methods used in 
bibliometric studies. In conclusion, bibliometric 
profiling has developed from the counting of 
citations to all kinds of analyses based on big data 
and making use of the most complex of machine 
learning algorithms. The growth of these new kinds 
of research methods seems to hold out the possibility 
of providing a more detailed understanding of how 
science has evolved across various disciplines.  
(RQ:2) Which machine learning algorithms have 
proven to be the most effective for bibliometric 
profiling analysis?  
Advanced bibliometric profiling analysis can be 
exploited through the use of high-end machine 
learning algorithms that can process and derive 
insights from complex datasets. Bibliometric 
profiling refers to the analysis of structures and 
relations in documents and bibliometrics has been 
using less complex statistical techniques in the past. 
Although there have been great advancements in the 
way scientific articles are published and 
disseminated, the impact of this exponential growth 
has necessitated more effective, or rather scalable 
solutions in this line. This is the reason ML has 
become very important in this respect. The use of 
ML algorithms is beneficial for bibliometric analysis 
since the algorithms can process large amounts of 
data much faster compared to traditional methods. 
Therefore, they make it easier to identify 
relationships between authors, papers and research 

topics besides allowing researchers understand the 
trends of studies, new developing fields and the 
important works that should be studied. ML makes 
bibliometrics indispensable when it comes to 
classification, clustering, or detecting trends as it can 
do all of these automatically. It is important to 
specify that the supervised and unsupervised ML 
approaches have been used in the analyses of 
bibliometric profiling in recent years. These 
algorithms are not only restricted to the quantitative 
analysis of citation data but are also employed for 
analizing other qualitatively more diverse and 
intricate features, including co-authorship networks, 
keyword associations and topics. Other methods that 
have been developed include graph-based 
algorithms and neural networks although they 
provide better accuracy when used in modelling 
complex bibliometric data. 
 

 
Figure 1: Pie Chart of The Frequency of Machine 

Learning Usage 

A pie chart was developed based on Table 4 to 
visualise the output from the research. Nine machine 
learning algorithms were listed based on previous 
research and it turns out that SVM is the most 
frequently used algorithm for Bibliometric Profiling 
Analysis contributing 32.79% significantly more 
than the other algorithms. SVM are most commonly 
applied in bibliometric profiling analysis since they 
are characterised by big data capabilities and high 
dimensionality. In bibliometrics, since information 
may consist of different types of quantitative 
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measures and qualitative characteristics of academic 
literature, SVM is quite suitable for constructing 
hyperplanes that classify data and recognise patterns 
between the sets of variables. Overfitting is 
minimised while nonlinear relationships through 
kernel functions reinforce its applicability for 
profiling and classifying research outputs. Also, the 
use of SVM is effective in terms of precision 
necessary in bibliometric analysis where issues of 
classification and grouping of the research entities 
including authors, journals, and keywords are very 
sensitive. SVM provides an optimum margin that 
helps to distinguish between the classes, leading to 
the identification of trends, most influential papers 
and new emerging fields. In this regard, this 
capability is more useful in extracting insights from 
the large and diverse data sets inherent in 
bibliometric analyses.  

(RQ:3) How do different data sources and 
preprocessing techniques impact the accuracy and 
reliability of bibliometric profiling analysis using 
machine learning?  

It was also found that different data sources and data 
preprocessing can have a tremendous effect on the 
level of accuracy and robustness of bibliometric 
profiling analysis based on ML. Different data 
sources might also provide different levels of 
quality, data completeness and relevance, which add 
vulnerability to the analysis done. Data cleaning, 
normalisation and feature selection techniques are 
some of the preprocessing techniques that are so 
important in improving the quality of input data. 
Inaccurate or inconsistent preprocessing is a big risk, 
which leads to the wrong conclusion. On the other 
hand, accurate preprocessing ensure that the 
collected data are relevant and believable, making 
the performance of the machine learning model to be 
better. As in this research, there were five data 
sources visualised in the Line Chart below. 

 

Figure 2: Line Chart of Data Sources 

According to the above chart, there were five 
different data sources and a total of 61 journals 
retrieved. This is where all the above shall be cleaned 
and normalised to ensure that the quality of the data 
is good enough for analysis. Data cleaning, 
normalisation and de-duplication strategies play an 
important role in error elimination, directional 
conversion and removal of redundant data which in 
turn make the alignment of information acquired 
from numerous sources easier. This increases the 
efficiency of the ML models since it disregards noise 
and variability, enhancing meaningful bibliometric 
profiling outcomes. Preprocessing helps in preparing 
the data by removing noise, thereby providing true 
patterns and relations as well as better results for the 
classifiers and insights. Machine learning 
applications, like SVMs, have significantly 
transformed how academic research is analysed 
through profiling by improving precision and 
thoroughness while also boosting efficiency in the 
process. Unlike the metrics based on citations, ML 
provides a comprehensive view of researchers’ 
profiles in multiple dimensions, enabling the capture 
of various activities spanning different fields. 
Thanks to their proficiency in managing datasets, 
SVMs stand out as tools for assessing research 
impacts and predicting future trends. This method 
enhances the evaluation of research influence and 
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collaboration connections while offering 
perspectives for researchers and organisations 
funding projects. However, data precision issues and 
ethical concerns continue to pose challenges that 
need to be addressed in the future. This study 
believes that SVMs have made advancements in 
profiling; however, there is still room for further 
progress and innovation in this field. By 
incorporating techniques like learning, one may 
uncover deeper connections and emerging trends. It 
is essential to address issues such as data privacy and 
algorithmic bias to ensure transparent results. 
Enhanced collaboration between data scientists and 
subject matter experts can improve the 
understandability and effectiveness of ML-based 
profiling, making it more practical for an audience 
within academia. 

 

Conclusion 
 
In this study, literature review has been carried out 
on bibliometric profiling analysis based on ML 
methods; a comparison was also made on various 
ways of integrating the results. Out of all the 
aforementioned methods, SVM was determined as 
the most suitable for the specified area of research. 
First of all, it is crucial to pinpoint the peculiarities 
of using SVM in bibliometric profiling analysis, 
which indicates its importance for the development 
of the study sphere. The strong preservation of 
classification, while at the same time being able to 
work with high-dimensional data, and the flexibility 
to address various bibliometric analyses, makes the 
tool highly suitable for extracting meaningful 
information from scholarly data. The findings 
derived from this study can thus form the basis for 
future research on other datasets and methodological 
extensions of conducting large-scale experiments in 
other sectors. Moreover, future researchers can 
examine the integration of the method with other 
techniques including other types of classifiers or new 
algorithms of machine learning to increase the 
overall level of accuracy and effectiveness of the 
bibliometric profiling analysis. While it could be 
truly said that SVMs can bring a great advantage 
when it comes to bibliometric profiling analysis, 
there are a couple of things to consider. Their 
learning algorithm consists of a set of parameters, 
which is one of their disadvantages as they are 
sensitive to the choice of the kernel function and 
parameters. Selecting an appropriate kernel to split 
data points in a multi-dimensional plane is another 
major factor of SVM. SVMs may well be more 
complex to apply than other types of algorithms as 

tuning of parameters may be quite time-consuming 
and professional knowledge is required to attain the 
best outcomes. In this case, more ML algorithms 
might be incorporated in the future to enhance the 
bibliometric profiling analysis. Techniques such as 
ensemble intervention, probabilistic graphical 
models and deep learning models such as neural 
networks hold the possibility of enhancing the 
sophistication and quality of information that can be 
obtained from bibliometric data. These complex 
algorithms can make better capabilities in terms of 
pattern recognition, complexity in terms of their 
non-linearity and existing ability to deal with all 
sorts of academic data. 
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