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ABSTRACT 
 
Latent Autoimmune Diabetes in Adults (LADA) is frequently misclassified as type 2 diabetes, a significant 
issue highlighted in current diagnostic research. This misclassification, due to overlapping clinical features 
with other diabetes types, leads to suboptimal patient management. Existing models lack the precision to 
discern the subtle, time-dependent variations characteristic of LADA, underscoring a critical gap in 
diabetes diagnostics. This study introduces a groundbreaking approach, the Exocoetidae Optimization-
Inspired Recurrent Neural Network (EO-RNN), which innovatively incorporates the adaptive flight 
patterns of Exocoetidae (flying fish) into optimizing RNNs. This bio-inspired algorithm enhances 
parameter tuning and model adaptability, significantly improving the detection accuracy of complex disease 
patterns. Employing the EO-RNN on the Gestational Diabetes Mellitus (GDM) dataset resulted in a 
classification accuracy of 95.36% and an F-measure of 95.47%, surpassing traditional models by over 30%. 
These results not only bridge the identified literature gap by providing a more effective diagnostic tool but 
also contribute substantial new knowledge about the integration of nature-inspired algorithms in medical 
diagnostics. The success of EO-RNN in enhancing diagnostic accuracy demonstrates its potential as a 
transformative tool in healthcare, promising for broader applications in detecting complex diseases where 
similar misclassification issues exist. 
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1. INTRODUCTION 

 
Latent Autoimmune Diabetes in Adults 

(LADA) stands as a unique subtype within the 
diabetes spectrum, combining autoimmune features 
typical of type 1 diabetes with the age of onset and 
some characteristics associated with type 2 
diabetes. LADA emerges from an autoimmune 
attack on pancreatic beta cells, impairing insulin 
production[1]. Unlike type 1 diabetes, where beta-
cell destruction occurs swiftly, LADA progresses 
more gradually, leading to a slower insulin 
dependence timeline and typically affecting adults 
over 30. Misclassifying LADA as type 2 diabetes 
remains common due to the slow onset and age 
factor, complicating treatment and often delaying 

optimal therapy. The identification of specific 
autoantibodies, particularly glutamic acid 
decarboxylase (GAD) antibodies, aids in accurately 
diagnosing LADA[2]. By recognizing these 
markers, medical practitioners can differentiate 
LADA from other forms of diabetes, allowing for 
more suitable therapeutic strategies. A LADA 
diagnosis often necessitates a shift in treatment 
toward insulin-based therapies rather than standard 
oral medications for type 2 diabetes. This shift aims 
to control blood glucose levels while addressing the 
underlying autoimmune mechanisms, potentially 
preserving remaining beta-cell function. Improved 
awareness and diagnostic clarity regarding LADA 
allow for more targeted treatment plans, enhancing 
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long-term outcomes and quality of life for 
individuals with this form of diabetes[3]. 
 

Classification algorithms have transformed 
the approach to diabetes prediction by effectively 
analyzing medical data and determining risk levels, 
facilitating proactive healthcare. By evaluating 
multiple health factors, such as insulin levels, 
genetic markers, and patient lifestyle choices, 
classification algorithms reveal patterns indicating a 
higher probability of diabetes development or 
categorize existing conditions into specific types[4]. 
Such precision enables early identification of at-risk 
individuals, aiding healthcare professionals in 
applying preventive measures. In practical 
applications, classification models strengthen the 
predictive accuracy of medical diagnostics, guiding 
clinical decisions that can prevent the progression 
of diabetes complications. By accurately classifying 
cases, these algorithms allow for targeted treatment 
plans, which may include specific lifestyle changes 
or medications tailored to each patient’s profile[5], 
[6]. This personalized approach supports improved 
outcomes, as treatments can be more effective when 
matched to individual risk factors and diabetes 
types. Beyond individual patient care, classification 
algorithms aid in population health management, 
identifying trends in diabetes risk and supporting 
public health strategies aimed at reducing the 
prevalence of the disease. Through accurate 
prediction. 

 
Classification algorithms have transformed 

the approach to diabetes prediction by effectively 
analyzing medical data and determining risk levels, 
facilitating proactive healthcare. By evaluating 
multiple health factors, such as insulin levels, 
genetic markers, and patient lifestyle choices, 
classification algorithms reveal patterns indicating a 
higher probability of diabetes development or 
categorize existing conditions into specific types[4]. 
Such precision enables early identification of at-risk 
individuals, aiding healthcare professionals in 
applying preventive measures. In practical 
applications, classification models strengthen the 
predictive accuracy of medical diagnostics, guiding 
clinical decisions that can prevent the progression 
of diabetes complications. By accurately classifying 
cases, these algorithms allow for targeted treatment 
plans, which may include specific lifestyle changes 
or medications tailored to each patient’s profile[5], 
[6]. This personalized approach supports improved 
outcomes, as treatments can be more effective when 
matched to individual risk factors and diabetes 
types. Beyond individual patient care, classification 
algorithms aid in population health management, 

identifying trends in diabetes risk and supporting 
public health strategies aimed at reducing the 
prevalence of the disease. Through accurate 
prediction and early intervention, classification 
algorithms play a vital role in managing and 
mitigating diabetes on a broader scale[7]. 

 
Bio-inspired optimization plays a critical 

role in refining classification algorithms for 
diabetes prediction by using techniques modeled on 
biological systems, including natural selection, 
swarm behavior, and evolutionary strategies[8]. In 
diabetes classification, these techniques improve 
the selection and weighting of features, such as 
blood pressure, lifestyle, insulin levels, and genetic 
markers, streamlining the model to prioritize the 
most informative variables. This streamlined 
approach increases classification accuracy and 
efficiency, making it possible to predict diabetes 
risk levels or identify specific types with reduced 
computational resources. Handling high-
dimensional, often imbalanced datasets is another 
area where bio-inspired optimization proves 
beneficial[9]. These methods enable classification 
algorithms to efficiently process vast amounts of 
patient data, balancing and adapting the model to 
avoid overfitting, a common issue in medical 
diagnostics. Through natural-inspired algorithms, 
such as those mimicking swarm intelligence or 
evolutionary selection, classification models 
become capable of quickly adapting to changes and 
learning from new data, thus ensuring consistent 
performance over time. Bio-inspired optimization 
ultimately enhances diabetes prediction accuracy 
and resource efficiency, supporting more tailored 
treatments and early interventions. This approach 
has transformed classification algorithms, making 
them highly adaptable and suitable for real-time, 
personalized healthcare solutions in diabetes 
management[10]. 

 
1.1. Problem Statement  

Accurately distinguishing diabetes types has 
posed a persistent challenge in clinical diagnostics 
due to the subtle differences and shared 
characteristics between them. Traditional diagnostic 
approaches often rely on limited biomarkers, 
lacking comprehensive insight into patient data 
complexities, which include age, lifestyle, and 
genetic factors. These approaches lead to 
inconsistencies in diagnosis, particularly with 
conditions like Latent Autoimmune Diabetes in 
Adults (LADA), which shares characteristics of 
both type 1 and type 2 diabetes. Misclassifications 
result in inappropriate treatment plans, reducing 
their effectiveness and potentially worsening patient 
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outcomes. Furthermore, existing algorithms lack 
robust methods for handling large-scale, 
multidimensional datasets, limiting their ability to 
capture nuanced patterns essential for accurate 
classification. The gap in reliable, adaptable 
classification tools has underscored a need for 
advanced solutions that can accommodate vast, 
diverse datasets, improve diagnostic precision, and 
support timely intervention for individuals at 
various stages of diabetes development. 

 
1.2. Motivation 

The need for improved diabetes 
classification has grown in light of the health and 
economic burden diabetes imposes worldwide, 
requiring more accurate, personalized diagnostic 
approaches. Current algorithms often struggle to 
differentiate between diabetes types, leading to 
delayed or inappropriate treatment, which can 
exacerbate health risks and complications. With 
diabetes involving multifaceted factors like genetic 
predispositions, lifestyle, and environmental 
influences, conventional classification tools lack the 
adaptability to navigate this complexity effectively. 
Recent advancements in bio-inspired optimization 
present an opportunity to revolutionize diabetes 
classification by offering robust, flexible models 
that improve accuracy, even with high-dimensional 
data. This motivation stems from the potential to 
shift from one-size-fits-all approaches to precision 
medicine, enabling tailored interventions. A focus 
on refining classification algorithms to address this 
diversity directly impacts patient outcomes, 
offering a pathway to timely, customized care that 
enhances overall health and well-being for 
individuals with diabetes. 

 
1.3. Objective 

The main objective of this research 
involves creating an Exocoetidae Optimization-
inspired Recurrent Neural Network (EO-RNN) that 
accurately captures temporal patterns in patient data 
to improve classification of Latent Autoimmune 
Diabetes in Adults (LADA). Drawing inspiration 
from the gliding and adaptive behaviors of 
Exocoetidae (flying fish), this objective optimizes 
the RNN’s parameters to handle complex, time-
dependent data patterns essential for identifying 
LADA. The EO-RNN framework aims to improve 
the model’s adaptability and precision in 
recognizing subtle diabetes progression indicators, 
which are critical for distinguishing LADA cases. 
This advanced classification model seeks to provide 
detailed insights into patient health trajectories, 
supporting healthcare providers with a responsive, 
high-performance tool for accurate LADA 

diagnosis and facilitating early, tailored treatment 
options. 

 
2. LITERATURE REVIEW 

 
Hybrid Artificial Neural Network (HANN) 

is proposed for diagnosing diabetes mellitus using a 
systematic and data-driven approach. The study 
evaluates the effectiveness of neural networks by 
analyzing medical attributes associated with 
diabetes, such as physiological and biochemical 
factors. Through rigorous testing with k-fold cross-
validation, the model ensures robust and reliable 
predictions. The performance optimization, 
influenced by varying neuron counts in the hidden 
layers, highlights the importance of architecture 
design in neural networks. This research contributes 
to the growing field of AI in healthcare by 
providing a scalable and accurate method for 
predicting chronic diseases, fostering advancements 
in preventive medicine [11]. Efficient Deep 
Learning Technique (EDLT) is proposed for 
diabetes classification and prediction using the 
Indian Diabetes Dataset. The study focuses on 
leveraging deep learning models to analyze 
complex patient data and provide accurate 
classification of diabetic and non-diabetic 
individuals. Through effective preprocessing and 
feature selection, the technique optimizes model 
performance. The research emphasizes precision 
and reliability, showcasing the system's ability to 
achieve high accuracy across various evaluation 
metrics. This approach highlights the potential of 
deep learning in enhancing healthcare diagnostics 
and offering scalable solutions for early detection 
and management of diabetes[12]. 
 

Efficient Ensemble-based Model by 
Chhabra et al. (2024) applies an ensemble machine 
learning approach for chronic kidney disease 
prediction, combining multiple models to enhance 
diagnostic precision. By integrating techniques such 
as Random Forest and Gradient Boosting, this 
model effectively addresses data variance, 
providing consistent predictions and improving 
accuracy in medical imaging for nephrology 
applications [13]. En-RfRsK Ensemble Model by 
Amma (2024) utilizes an ensemble of random 
forests and rule-based classifiers for diabetes 
prognosis. This approach enhances model 
interpretability while retaining high predictive 
accuracy by blending rule extraction and ensemble 
techniques, enabling healthcare professionals to 
gain clearer insights into disease progression [14]. 
Multi-Layered Hybrid Algorithm (MLHA) by 
Jannoud et al. (2024) for Type II diabetes 



 Journal of Theoretical and Applied Information Technology 
15th March 2025. Vol.103. No.5 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
1648 

 

classification combines multiple classifiers in a 
layered approach. By structuring algorithms in 
hierarchical layers, the model enhances robustness 
and classification precision, facilitating improved 
diagnostic accuracy and support for managing 
diabetes care [15].  

 
Atherosclerosis Biomarker Identification 

Model by Zhang et al. (2024) employs 
bioinformatics and machine learning for identifying 
atherosclerosis markers in PCOS. The model 
processes genomic and proteomic data, allowing it 
to pinpoint biomarkers associated with disease 
progression, presenting a useful tool for 
personalized healthcare in complex syndromes [16].  
Big Data and IoT Health Prediction Model by 
Zamani et al. (2024) integrates machine learning 
with IoT and big data to enhance prediction models 
in health informatics. This framework leverages 
large-scale data from IoT devices, optimizing 
model accuracy and enabling proactive healthcare 
interventions by anticipating health trends and risks 
[17]. Metformin Response Prediction Model by 
Villikudathil et al. (2024) analyzes clinical, 
genomic, and proteomic data to predict response to 
metformin monotherapy in Type-2 diabetes. The 
model uses diverse machine learning algorithms to 
reveal insights into individual therapeutic 
responses, guiding personalized treatment options 
for diabetic patients [18]. Hematologic Biomarker 
Model for Infection Prognosis by Upadhyaya et al. 
(2024) uses interpretability methods to rank 
hematologic biomarkers in infection prognosis. 
This model helps clinicians understand which 
biomarkers most impact patient outcomes, 
enhancing decision-making in infection 
management by providing interpretable predictions 
[19]. Survival Prediction Model for Kidney 
Transplant Recipients by Díez-Sanmartín et al. 
(2024) applies ensemble learning to predict kidney 
transplant survival rates. By combining multiple 
machine learning models, this algorithm addresses 
survival-related complexities, improving prognostic 
accuracy and aiding in personalized patient care 
planning [20]. 
 

Pre-eclampsia Prediction Model by 
Tiruneh et al. (2024) uses routinely collected data 
and machine learning techniques to predict pre-
eclampsia risk. The model prioritizes feature 
selection to optimize predictive accuracy, making it 
an essential tool for early intervention in prenatal 
care, potentially reducing adverse outcomes [21]. 
Personalized Nutrition Model with Continuous 
Glucose Monitoring byZignoli et al. (2024) 
explores machine learning applications in nutrition, 

focusing on glucose monitoring in non-controlled 
settings. By analyzing continuous glucose data, the 
model provides tailored nutritional insights, 
enhancing individualized dietary recommendations 
for improved health management [22]. 
Preeclampsia Prediction Model by Wesson and 
Smith (2024) employs machine learning to predict 
preeclampsia risk in pregnant women. Using patient 
health metrics, including blood pressure and protein 
levels, the model identifies high-risk indicators that 
often precede preeclampsia. Feature selection 
reduces irrelevant data, improving prediction 
accuracy and interpretability, allowing clinicians to 
act preemptively. Such early identification supports 
timely intervention strategies to minimize 
pregnancy-related complications, enhancing both 
maternal and fetal outcomes. This model stands out 
in prenatal healthcare, offering a non-invasive and 
data-driven method to tackle a major pregnancy 
risk factor [23]. IP-GCN for Insulin Prediction by 
Ali et al. (2024) utilizes graph convolutional 
networks (GCNs) for modeling biochemical 
interactions relevant to insulin response prediction 
in diabetes drug development. IP-GCN captures 
complex biochemical interactions and molecular 
structures within diabetic biomarkers, optimizing 
feature extraction to predict patient insulin 
responses effectively. This model supports the 
development of tailored diabetes drugs by mapping 
biological interactions, a key challenge in 
pharmacogenomics. By employing GCNs, IP-GCN 
enhances the accuracy of drug response predictions, 
potentially accelerating drug development 
processes and improving patient-specific treatment 
plans for diabetes management [24]. 

 
Coronary Artery Disease Prediction by 

Hassan et al. (2024) integrates feature selection 
with machine learning for predicting coronary 
artery disease (CAD). The model uses algorithms 
like Support Vector Machine and Random Forest to 
identify risk indicators by analyzing large patient 
datasets, including clinical variables and 
biomarkers. By emphasizing dimensionality 
reduction, the approach boosts accuracy while 
minimizing computational load. This innovation 
supports early CAD diagnosis, empowering 
healthcare providers with an efficient tool for 
managing high-risk patients, potentially improving 
intervention strategies and patient outcomes by 
identifying cardiovascular risks before they 
manifest severely [25]. Metabolic Syndrome 
Prediction Models by Pawade et al. (2024) evaluate 
multiple machine learning algorithms—such as 
Decision Trees, Neural Networks, and K-Nearest 
Neighbors—for assessing metabolic syndrome risk. 
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Through comparative performance analysis, the 
study highlights which models yield the most 
accurate predictions across large datasets. Each 
algorithm is tested on a range of features, including 
BMI, blood glucose levels, and cholesterol, to 
establish a robust, data-driven risk assessment 
framework. Findings underscore the advantages of 
ensemble methods in metabolic syndrome 
prediction, presenting healthcare practitioners with 
optimized models to assess and manage metabolic 
risks effectively [26]. Network Performance 
Prediction Model by Su (2024) leverages machine 
learning algorithms to forecast computer network 
performance issues, integrating data on bandwidth, 
latency, and packet loss. The model employs 
predictive algorithms, including Neural Networks 
and Decision Trees, to process vast amounts of 
network data for performance optimization. 
Through analyzing trends and anomalies, the model 
anticipates bottlenecks and other issues, assisting 
network administrators in preemptively managing 
resources. This approach enables real-time 
monitoring and optimized network functionality, a 
critical factor in environments where network 
stability directly impacts organizational efficiency 
and service delivery [27].  

 
Parkinson’s Disease Detection Model by 

Al Mudawi (2024) applies machine learning for 
early detection of Parkinson's disease, using 
algorithms like SVM, Decision Trees, and k-NN to 
analyze symptoms and neurological markers. By 
combining clinical features such as tremor 
intensity, rigidity, and speech patterns, the model 
identifies early-stage disease indicators, providing a 
non-invasive diagnostic option. The emphasis on 
feature selection optimizes accuracy by isolating 
critical variables, enhancing early intervention 
potential. This predictive model stands out in 
neurology, offering clinicians a valuable tool to 
detect and address Parkinson’s progression before it 
significantly impairs quality of life [28]. Fuzzy 
Logic Model for Hormonal Imbalance by Khushal 
and Fatima (2024) employs a fuzzy machine 
learning approach to manage uncertainty in 
hormonal data analysis, applying it to hormonal 
imbalance prediction. The fuzzy logic system 
integrates linguistic variables and machine learning 
to improve predictions for endocrine disorders. By 
accommodating data imprecision, the model 
strengthens diagnostic reliability in assessing 
hormonal levels, which can fluctuate widely. This 
integration supports endocrinologists by providing 
more consistent insights, especially for diseases 
where exact hormone measurements are difficult, 
enhancing early diagnosis and targeted treatment 

for patients with hormonal disorders [29]. Binge-
Eating Disorder Prediction Model by Procopio et al. 
(2025) utilizes a physiological machine learning 
model based on OGTT curve data to classify 
patients with binge-eating disorder (BED). By 
processing blood glucose levels over time, the 
model detects glucose fluctuation patterns 
characteristic of BED, allowing for early diagnosis. 
This physiological approach combines traditional 
clinical data with machine learning to distinguish 
BED patients from controls, aiding psychologists in 
developing personalized treatment plans. The 
study's non-invasive diagnostic alternative 
demonstrates the potential of physiological 
modeling in mental health, particularly for 
conditions with significant metabolic impacts like 
BED [30]. 

 
Meal Detection in Diabetes Using 

Ensemble Models by Ibrahim et al. (2024) 
improves postprandial glucose control through an 
ensemble model designed to detect unannounced 
meals. The model integrates several algorithms, 
such as Random Forest and Neural Networks, to 
interpret glucose fluctuations indicative of meal 
intake. This ensemble approach strengthens 
prediction accuracy, supporting real-time 
monitoring and intervention for diabetics who 
struggle with post-meal glucose spikes. By 
providing timely insights, this model offers a more 
dynamic solution to glucose management, which is 
crucial for maintaining optimal blood sugar levels 
and reducing diabetes complications [31]. Viral 

Pneumonia Prediction Model by Wang et al. (2024) 
uses pulmonary inflammation scores and machine 
learning to predict viral pneumonia risk. This model 
processes scores related to lung inflammation, 
respiratory rate, and oxygen levels to assess 
infection likelihood. By identifying critical features, 
the model enhances early pneumonia detection, 
providing timely guidance for antiviral treatments. 
Its high accuracy in distinguishing pneumonia cases 
from other respiratory conditions offers clinicians a 
reliable diagnostic tool, contributing to faster and 
more effective patient management, particularly in 
acute care settings where respiratory infections are 
prevalent [32]. Bio-inspired optimization are crucial 
is all types of researches to enrich the expected 
outcomes [33]-[71]. 

 
3. EXOCOETIDAE OPTIMIZATION-

INSPIRED RECURRENT NEURAL 
NETWORK (EO-RNN) 

LADA represents a critical diagnostic 
challenge within the spectrum of diabetes care. 
Characterized by its autoimmune nature yet often 
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presenting with clinical features similar to type 2 
diabetes, LADA requires precise diagnostic 
strategies to differentiate it effectively from other 
diabetes types. Current diagnostic models often fall 
short, leading to frequent misclassification and 
suboptimal treatment approaches that may 
exacerbate the patient's condition over time. This 
study introduces a novel approach to enhancing the 
diagnostic accuracy of LADA through the 
application of Exocoetidae Optimization-Inspired 
Recurrent Neural Networks (EO-RNN). Drawing 
inspiration from the dynamic and adaptive 
behaviors of flying fish, this bio-inspired 
optimization technique aims to refine the 
capabilities of RNNs by improving their parameter 
tuning and adaptability to complex data patterns 
prevalent in medical diagnostics. The need for this 
study is underscored by the potential to 
significantly improve patient outcomes through 
more accurate and timely diagnosis, enabling 
appropriate therapeutic strategies that are tailored to 
the specific needs of LADA patients. By advancing 
the field of machine learning in medical 
diagnostics, this research not only fills a crucial gap 
but also sets a foundation for further innovations in 
the application of bio-inspired algorithms for 
complex disease detection. Through the successful 
implementation and validation of EO-RNN, this 
study promises to offer a transformative approach 
to LADA detection, with broader implications for 
enhancing precision medicine in diabetes care and 
beyond. 

 
Exocoetidae Optimization-inspired 

Recurrent Neural Network (EO-RNN) merges the 
principles of Exocoetidae optimization—a bio-
inspired algorithm reflecting the unique flight 
behaviors of flying fish—with the powerful 
sequence modeling capabilities of Recurrent Neural 
Networks (RNNs). This innovative framework 
leverages the local and global search strategies 
inherent in the Exocoetidae optimization process to 
enhance the parameter optimization of RNNs, 
effectively improving their performance in tasks 
involving temporal dependencies, such as time-
series prediction and classification. By simulating 
the movement of flying fish, EO-RNN explores 
diverse regions of the parameter space, maintaining 
population diversity while avoiding premature 
convergence. The integration of EO into RNN 
training allows for more effective learning and 
generalization across varying datasets. 
Consequently, EO-RNN presents a robust approach 
to optimizing neural network architectures, leading 
to enhanced predictive accuracy and efficiency in 
real-world applications. 

 
3.1. Define the Problem and Dataset for RNN 
Input 

First step establishes the classification task 
and prepares the dataset for Recurrent Neural 
Network (RNN) processing. Consider a 
classification problem with a dataset 𝐷 = {𝑋, 𝑌}, 
where 𝑋 represents the input sequences, and 𝑌 
denotes the corresponding labels. The task is to 
classify sequences based on temporal dependencies 
captured by the RNN.The dataset 𝐷 consists of 
multiple sequences 𝑋 ∈ 𝑅்×ௗ, where 𝑖 ∈
{1,2, … , 𝑁}, 𝑁 is the total number of sequences, 𝑇 is 
the length of each sequence, and 𝑑 is the 
dimensionality of the feature space. Each 
sequence 𝑋 = {𝑥ଵ, 𝑥ଶ, … , 𝑥்}, where 𝑥௧ ∈

𝑅ௗ , corresponds to a time-ordered set of feature 
vectors, and 𝑌 represents the class label for the 
sequence 𝑋 , with 𝑌 ∈ {1,2, … , 𝐶} for a 
classification task involving 𝐶 classes. 

 
The goal is to design the RNN to capture 

temporal dependencies across the input 
sequences.𝑋 and predict the corresponding label 𝑌 . 
The objective function to be minimized is the cross-
entropy loss, defined as: 

𝐿(𝜃) = −
1

𝑁
  𝑦



ୀଵ

𝑙𝑜𝑔𝑦ො

ே

ୀଵ

 (1) 

where 𝜃 represents the parameters of the RNN 
(weights and biases),  𝑦  is the true label indicator 
for class 𝑐 of sequence 𝑖, and 𝑦ො is the predicted 
probability for class 𝑐. 
 

The input to the RNN consists of 
sequences 𝑋, which need to be normalized or 
scaled to ensure consistent training. Normalization 
transforms each feature 𝑥௧  in sequence 𝑋 using: 

𝑥௧
ᇱ =

𝑥௧ − 𝜇

𝜎
 (2) 

where 𝜇 is the mean of the feature values across all 
sequences, and 𝜎 is the standard deviation. 
Normalization ensures that each feature is centered 
and scaled, improving training stability. 
 

Each sequence 𝑋 is passed into the RNN, 
which processes it step by step. The hidden state ℎ௧ 
at time step 𝑡 is updated based on the current input 
𝑥௧  and the previous hidden state ℎ௧ିଵ. This is 
computed as: 

ℎ௧ = 𝑓(𝑊ℎ௧ିଵ + 𝑊௫𝑥௧ + 𝑏) (3) 
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where 𝑊 ∈ 𝑅ௗ×ௗ  is the recurrent weight matrix, 
𝑊௫ ∈ 𝑅ௗ×ௗ is the input weight matrix, 𝑏 ∈ 𝑅ௗ  is 
the bias vector, and 𝑓 is a non-linear activation 
function such as 𝑡𝑎𝑛ℎ. 
 

The final output of the RNN at time step 𝑇, 
denoted as ℎ் , is passed through a softmax layer to 
produce the predicted class probabilities 𝑦ො for 
sequence 𝑋 . The softmax function is applied as: 

𝑦ො = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊ℎ் + 𝑏) (4) 

where 𝑊 ∈ 𝑅×ௗ is the output weight matrix, and 
𝑏 ∈ 𝑅  is the output bias. 
 

EO algorithm optimizes the RNN 
parameters𝜃 = {𝑊, 𝑊௫ , 𝑊, 𝑏, 𝑏} to minimize the 
cross-entropy loss 𝐿(𝜃) through an iterative process 
of local (swimming) and global (flying) parameter 
updates. 

 
3.2. Initialize RNN Architecture 

Initialization defines the architecture for 
processing input sequences 𝑋, previously 
normalized in Step 1, to capture temporal patterns 
effectively. Weights and biases parameterize the 
architecture, denoted as 𝑊, 𝑊௫ , 𝑊, 𝑏 , 𝑏 , which 
will be optimized later using EO.The RNN 
comprises an input layer, a recurrent hidden layer, 
and an output layer. The input to the RNN is the 
sequence 𝑋 = {𝑥ଵ, 𝑥ଶ, . . , 𝑥்}, where each 𝑥ௗ ∈
𝑅ௗ is the feature vector at time step 𝑡. Each feature 
vector 𝑥௧  is passed into the input layer of the RNN, 
where the weight matrix 𝑊௫ ∈ 𝑅ௗ×ௗ maps the 
input into the hidden state space. At time step 𝑡, the 
hidden state ℎ௧ ∈ 𝑅ௗ is updated by combining the 
previous hidden state ℎ௧ିଵ and the current input 𝑥௧ . 
The update equation for the hidden state is defined 
as: 

ℎ௧ = 𝑓(𝑊ℎ௧ିଵ + 𝑊௫𝑥௧ + 𝑏) (5) 

where 𝑊 ∈ 𝑅ௗ×ௗ  is the weight matrix for the 
recurrent connection, and 𝑏 ∈ 𝑅ௗ  is the bias term 
applied to the hidden layer. The activation function 
𝑓, typically a non-linear function like tanh or 
ReLU, controls the output of the hidden state. 
 

The hidden state ℎ௧ maintains a memory of 
previous time steps, enabling the RNN to capture 
temporal dependencies in the input sequence. The 
hidden state is updated iteratively for all 𝑡 ∈
{1,2, … , 𝑇}, with the initial hidden state ℎ often 
initialized as a zero vector, ℎ = 0. At the final time 
step 𝑇, the hidden state ℎ் represents the 
aggregated information from the entire sequence 𝑋. 

This hidden state is passed through the output layer 
to compute the predicted class probabilities 𝑦ො for 
sequence 𝑋. The output layer applies a softmax 
function to the final hidden state, as follows: 

𝑦ො = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊ℎ் + 𝑏) (6) 

where 𝑊 ∈ 𝑅×ௗ is the output weight matrix, and 
𝑏 ∈ 𝑅  is the bias vector for the output layer. The 
softmax function converts the output into a 
probability distribution over the 𝐶 classes, where 
𝑦ො represents the predicted probability of class 𝑐 
for sequence 𝑋 . 
 

The architecture design involves selecting 
the number of hidden units 𝑑, which determines 
the dimensionality of the hidden state ℎ௧ , and the 
number of layers in the RNN. A single-layer RNN 
is expressed as: 

ℎ௧ = 𝑓൫𝑊
(ଵ)

ℎ௧ିଵ
(ଵ)

+ 𝑊௫
(ଵ)

𝑥௧ + 𝑏
(ଵ)

൯ (7) 

For multi-layer RNNs, additional hidden layers are 
stacked, and each hidden layer computes its hidden 
state based on the output of the previous layer. For 
example, in a two-layer RNN: 

ℎ௧
(ଶ)

= 𝑓൫𝑊
(ଶ)

ℎ௧ିଵ
(ଶ)

+ 𝑊௫
(ଶ)

ℎ௧
(ଵ)

+ 𝑏
(ଶ)

൯ (8) 

 
The parameters 𝜃 =

{𝑊 , 𝑊௫, 𝑊 , 𝑏, 𝑏}initialized in this step define the 
architecture's capacity to learn temporal 
dependencies in the data. These parameters are 
subsequently optimized using Exocoetida 
Optimization (EO) to minimize the loss function 
defined in Section 3.1. 

𝐿(𝜃) = −
1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො



ୀଵ

ே

ୀଵ

 (9) 

 
3.3. Initialize EO Population 

This step focuses on initializing the 
population of EO to optimize the parameters of the 
RNN. This step involves creating a population of 
candidate solutions, where each solution represents 
a set of RNN parameters that include the weights 
and biases initialized in Step 2. The goal is to 
explore the parameter space through the EO 
framework, enhancing the performance of the RNN 
in terms of classification. The population consists 
of 𝑀 flying fish, where each fish 𝐹 for 𝑗 ∈

{1,2, … . , 𝑀} represents ta candidate solution for the 
RNN parameter set 𝜃 = ൛𝑊


, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


ൟ. 

These parameters are randomly initialized within a 
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predefined range, ensuring that the initial 
population explores diverse regions of the 
parameter space. 
 

The position of each fish in the search 
space corresponds to the specific values of the RNN 
parameters. The dimensionality of the search space 
is defined by the total number of parameters in the 
RNN. For a given fish𝐹, its position is represented 
as a vector: 

𝜃 = ൣ𝑊

, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


൧ ∈ 𝑅 (10) 

where 𝑛 represents the total number of parameters 
in the RNN, including all weight matrices and bias 
terms. The initial values of the 
weights𝑊


, 𝑊௫


, 𝑊

and biases 𝑏

, 𝑏

 are drawn 
from a uniform or Gaussian distribution: 

𝑊

, 𝑊௫


, 𝑊


~𝑢(−𝜖, 𝜖) (11) 

𝑏

, 𝑏


~(−𝜖, 𝜖) (12) 

where 𝜖 is a small constant that controls the range 
of initialization. This ensures that the initial fish 
population explores different areas of the parameter 
space before optimization begins. 
 

Each fish 𝐹 is evaluated based on the 
fitness function derived from the RNN’s 
performance on the classification task. The fitness 
of each fish is measured by training the RNN with 
the current parameter set𝜃 and calculating the 

cross-entropy loss 𝐿൫𝜃൯, as defined in Step 1: 

𝐿(𝜃) = −
1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො



ୀଵ

ே

ୀଵ

 (13) 

 
The fitness of fish 𝐹 is then given by: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = −𝐿൫𝜃൯ (14) 

 
The population of fish is initialized with a 

diversity of parameter sets to ensure that the 
Exocoetida Optimization algorithm has a broad 
search space to explore. The goal of EO is to evolve 
these initial parameter sets through the swimming 
(local search) and flying (global search) behaviors, 
ultimately finding the optimal parameter set 𝜃∗ that 
minimizes the loss function. The positions of the 
fish are updated based on their fitness, and the EO 
algorithm governs the movement of each fish. Fish 
with better fitness values guide the exploration, 
while others adjust their positions based on both 
local and global exploration mechanisms. The 

movement equations for the fish during swimming 
and flying behaviors will be introduced in 
subsequent steps, where local and global 
exploration of the parameter space takes place. 
 
3.4. RNN Training with Initial Parameters 

This step process focuses on optimizing 
the RNN's performance to minimize the loss 
function defined in previous steps.Each fish 𝐹 in 
the population has a corresponding set of 
parameters 𝜃 = ൛𝑊


, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


ൟ that 

represent the weights and biases for the RNN. The 
training process begins by feeding the input 
sequences 𝑋 into the RNN, which are structureds 
time-series data. For each sequence 𝑋 , the RNN 
processes the input in a stepwise manner, updating 
the hidden state ℎ௧ at each time step 𝑡 using the 
previously defined equations: 

ℎ௧ = 𝑓൫𝑊

ℎ௧ିଵ + 𝑊௫


𝑥௧ + 𝑏


൯ (15) 

 
The hidden state ℎ௧ aggregates information 

from both the current input 𝑥௧  and the previous 
hidden state ℎ௧ିଵ. This allows the RNN to capture 
temporal dependencies within the sequence. After 
processing the entire sequence 𝑋 , the final hidden 
state ℎ் is obtained and utilized to generate the 
output probabilities 𝑦ො through the softmax layer: 

𝑦ො = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥൫𝑊

ℎ் + 𝑏


൯ (16) 

 
The output 𝑦ො indicates the predicted 

probability for each class 𝑐 for sequence 𝑋. The 
objective is to minimize the difference between the 
predicted probabilities and the true labels 𝑌. The 
loss function, represented as cross-entropy, is 
computed to quantify the model's performance: 

𝐿൫𝜃൯ = −
1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො



ୀଵ

ே

ୀଵ

 (17) 

where 𝐿൫𝜃൯ measures how well the predicted 
probabilities 𝑦ො align with the true labels 𝑦 . 
Lower values of the loss indicate better 
performance. 
 

Backpropagation through time (BPTT) is 
employed to update the RNN parameters. Gradients 
of the loss function concerning the weights and 
biases are calculated, allowing for efficient updates. 
The gradients for the weights 𝑊


, 𝑊௫

, and 𝑊
 can 

be computed as follows: 
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𝜕𝐿

𝜕𝑊


= (𝑦ො − 𝑌)ℎ்
்

ே

ୀଵ

 (18) 

𝜕𝐿

𝜕𝑊


= 
𝜕𝐿

𝜕ℎ௧

ℎ௧ିଵ
்

்

௧ୀଵ

 (19) 

𝜕𝐿

𝜕𝑊௫


= 
𝜕𝐿

𝜕ℎ௧

𝑥௧
்

்

௧ୀଵ

 (20) 

where the gradients are accumulated over all 
sequences in the dataset to perform a batch update. 
Once the gradients are calculated, the parameters 
are updated using an optimization algorithm, 
typically stochastic gradient descent or its variants, 
such as Adam: 

𝑊


← 𝑊


− 𝜂
𝜕𝐿

𝜕𝑊

 (21) 

𝑊௫


← 𝑊௫


− 𝜂
𝜕𝐿

𝜕𝑊௫

 (22) 

𝑊


← 𝑊


− 𝜂
𝜕𝐿

𝜕𝑏

 (23) 

 

𝑏


← 𝑏


− 𝜂
𝜕𝐿

𝜕𝑏

 (24) 

𝑏


← 𝑏


− 𝜂
𝜕𝐿

𝜕𝑏

 (25) 

where𝜂 represents the learning rate, which controls 
the size of the updates. This process is repeated for 
a predetermined number of epochs or until 
convergence is reached. 
 

Upon completion of training for each fish, 
the fitness function for the parameters𝜃 is 
calculated based on the achieved loss 𝐿൫𝜃൯,which 
will later guide the Exocoetida Optimization 
process to refine the parameters further. This 
training process is crucial for ensuring that the 
RNN learns to classify the sequences within the 
dataset effectively, setting the stage for subsequent 
optimization steps. 
 
3.5. Swimming Behavior (RNN Parameter Fine-
Tuning) 

This behavior allows each fish, 
representing a candidate solution, to make local 
adjustments to its parameters, enhancing the 
exploration of the parameter space to improve RNN 
performance. In the swimming phase, each fish 𝐹 
updates its parameter set 𝜃 =

൛𝑊

, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


ൟusing a local search 

mechanism. The aim is to explore nearby regions of 
the parameter space while maintaining the quality 
of the solution. The swimming behavior introduces 
perturbations to the parameters based on a defined 
step size 𝛿, which determines the magnitude of the 
changes applied to each parameter.The updated 
parameters for each fish can be expressed as: 

𝑊
ᇲ

← 𝑊


+ 𝛿. 𝑟𝑎𝑛𝑑  (26) 

𝑊௫
ᇲ

← 𝑊௫


+ 𝛿. 𝑟𝑎𝑛𝑑௫  (27) 

𝑊
ᇲ

← 𝑊


+ 𝛿. 𝑟𝑎𝑛𝑑  (28) 

𝑏
ᇲ

← 𝑏


+ 𝛿. 𝑟𝑎𝑛𝑑
 (29) 

𝑏
ᇲ

← 𝑏


+ 𝛿. 𝑟𝑎𝑛𝑑
 (30) 

where 𝑟𝑎𝑛𝑑 , 𝑟𝑎𝑛𝑑௫ , 𝑟𝑎𝑛𝑑 , 𝑟𝑎𝑛𝑑
, 𝑟𝑎𝑛𝑑

are 
random variables uniformly distributed in the range 
[−1,1], allowing the parameters to be perturbed in 
both positive and negative directions. This ensures 
a comprehensive exploration of the parameter space 
around the current values. 
 

Once the parameters are updated, the RNN 
is retrained using these new parameter sets𝜃

ᇱ. The 
fitness of each fish is recalculated by evaluating the 
performance of the RNN with the perturbed 
parameters. The fitness function remains defined as 
the negative of the cross-entropy loss: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = −𝐿൫𝜃
ᇱ൯ (31) 

where the loss 𝐿൫𝜃
ᇱ൯ is calculated as follows: 

𝐿൫𝜃
ᇱ൯ = −

1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො

ᇱ



ୀଵ

ே

ୀଵ

 (32) 

 
The updated output probabilities𝑦ො

ᇱ are 
computed based on the new parameters: 

𝑦ො
ᇱ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ቀ𝑊

ᇲ

ℎ்
ᇱ + 𝑏

ᇲ

ቁ (33) 

where ℎ்
ᇱ is the hidden state obtained after 

processing the sequence with the updated 
parameters. The fitness evaluation is crucial for 
determining whether the local perturbations have 
improved classification performance. 
 

Swimming behavior also incorporates a 
mechanism to maintain diversity within the fish 
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population. A new random perturbation can be 
applied to its parameters if a fish's performance 
does not improve after a defined number of 
swimming iterations. This ensures that the search 
process does not converge prematurely to local 
optima.After updating the fitness values for all fish, 
the swimming behavior concludes with the 
selection of the best-performing fish. The best fish 
represent the most promising parameter sets, which 
can serve as a foundation for subsequent flying 
behavior, where more significant parameter updates 
are made to explore the global search space. 
 
3.6. Backpropagation in RNN 

This step focuses on the backpropagation 
process within the Recurrent Neural Network 
(RNN), which is essential for updating the 
parameters after evaluating the network's 
performance. This process occurs following the 
swimming behavior, where local adjustments are 
made to the RNN parameters. Backpropagation 
through time (BPTT) is utilized to calculate the 
gradients of the loss function concerning the RNN 
parameters, enabling effective parameter 
optimization.The loss function for the RNN, 
defined in previous steps, is expressed as: 

𝐿൫𝜃
ᇱ൯ = −

1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො

ᇱ



ୀଵ

ே

ୀଵ

 (34) 

where 𝑦ො
ᇱ is the predicted output probability for 

sequence𝑋. Backpropagation aims to compute the 

gradients 
డ

డௐ

ೕᇲ ,

డ

డௐೣ
ೕᇲ ,

డ

డௐ
ೕᇲ ,

డ

డ

ೕᇲ ,

డ

డ
ೕᇲnecessary for 

updating the weights and biases of the RNN. 
 

The backpropagation algorithm starts from 
the final time step 𝑇 and moves backward through 
the sequence. The gradient of the loss concerning 
the output probabilities can be computed as 
follows: 

𝛿் = 𝑦ො − 𝑌  (35) 

where 𝛿் represents the error at the output layer for 
sequence 𝑋 . The gradients concerning the output 
layer weights are calculated: 

𝜕𝐿

𝜕𝑊
ᇲ = 𝛿்ℎ்

்  (36) 

𝜕𝐿

𝜕𝑏
ᇲ = 𝛿் (37) 

 

Moving backward in time, the gradients of the 
hidden state ℎ௧ need to be propagated. The error at 
time step 𝑡 can be computed using the chain rule: 

𝛿௧ = ቀ𝑊
ᇲ

ቁ
்

𝛿௧ାଵ. 𝑓ᇱ(ℎ௧) (38) 

where 𝛿௧ାଵ is the error from the subsequent time 
step, and 𝑓ᇱ(ℎ௧) is the derivative of the activation 
function applied at the hidden state ℎ௧ . 
 
Next, gradients for the recurrent and input weights 
are calculated: 

𝜕𝐿

𝜕𝑊
ᇲ = 𝛿௧ℎ௧ିଵ

்  (39) 

𝜕𝐿

𝜕𝑊௫
ᇲ = 𝛿௧𝑥௧

்  (40) 

 
The gradient with respect to the hidden 

bias is similarly computed: 

𝜕𝐿

𝜕𝑊
ᇲ = 𝛿௧ (41) 

 
After calculating the gradients for all time 

steps, the total gradients for each parameter across 
all sequences are summed to facilitate batch 
updates: 

𝜕𝐿

𝜕𝑊
ᇲ = 

𝜕𝐿

𝜕𝑊
ᇲ

்

௧ୀଵ

อ

௧

 (42) 

𝜕𝐿

𝜕𝑊௫
ᇲ = 

𝜕𝐿

𝜕𝑊௫
ᇲ

்

௧ୀଵ

อ

௧

 (43) 

𝜕𝐿

𝜕𝑊
ᇲ = 

𝜕𝐿

𝜕𝑊
ᇲ

்

௧ୀଵ

อ

௧

 (44) 

𝜕𝐿

𝜕𝑏
ᇲ = 

𝜕𝐿

𝜕𝑏
ᇲ

்

௧ୀଵ

อ

௧

 (45) 

𝜕𝐿

𝜕𝑏
ᇲ = 

𝜕𝐿

𝜕𝑏
ᇲ

்

௧ୀଵ

อ

௧

 (46) 

 
These accumulated gradients provide the necessary 
information to update the parameters using an 
optimization algorithm, such as stochastic gradient 
descent or Adam. The parameter updates are 
performed as follows: 
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𝑊


← 𝑊


− 𝜂
𝜕𝐿

𝜕𝑊

 (47) 

𝑊௫


← 𝑊௫


− 𝜂
𝜕𝐿

𝜕𝑊௫

 (48) 

𝑊


← 𝑊


− 𝜂
𝜕𝐿

𝜕𝑏

 (49) 

 

𝑏


← 𝑏


− 𝜂
𝜕𝐿

𝜕𝑏

 (50) 

𝑏


← 𝑏


− 𝜂
𝜕𝐿

𝜕𝑏

 (51) 

where𝜂 represents the learning rate, which governs 
the magnitude of the updates. This backpropagation 
process is repeated iteratively for all training 
sequences until convergence is achieved, refining 
the RNN's parameters for improved classification 
performance. 
 
3.7. Flight Behavior (Global Search in 
Parameter Space) 

This step focuses on the flight behavior, a 
critical phase in the Exocoetida Optimization (EO) 
process that facilitates global search within the 
Recurrent Neural Network (RNN) parameter space. 
This step allows each fish 𝐹  to make significant 
jumps in the parameter space, explore distant 
regions that might yield better solutions than local 
swimming adjustments made previously.In this 
phase, the parameters of each fish are updated 
based on the following equations, which account 
for both the current position and a random 
perturbation that guides the exploration: 

𝑊
ᇲᇲ

= 𝑊


+ 𝛼. ൫𝑊
௦௧ − 𝑊


൯ + 𝛿. 𝑟𝑎𝑛𝑑 (52) 

𝑊௫
ᇲᇲ

= 𝑊௫


+ 𝛼. ൫𝑊௫
௦௧ − 𝑊௫


൯ + 𝛿. 𝑟𝑎𝑛𝑑௫  (53) 

𝑊
ᇲᇲ

= 𝑊


+ 𝛼. ൫𝑊
௦௧ − 𝑊


൯𝛿. 𝑟𝑎𝑛𝑑  (54) 

𝑏
ᇲᇲ

= 𝑏


+ 𝛼. ൫𝑏
௦௧ − 𝑏


൯𝛿. 𝑟𝑎𝑛𝑑

 (55) 

𝑏
ᇲᇲ

= 𝑏


+ 𝛼. ൫𝑏
௦௧ − 𝑏


൯𝛿. 𝑟𝑎𝑛𝑑

 (56) 

where 𝑊
௦௧ , 𝑊௫

௦௧ , 𝑊
௦௧ , 𝑏

௦௧ , 𝑏
௦௧represent 

the best parameters obtained from the top-
performing fish in the population, reflecting the 
most effective solution identified thus far. The 
coefficient𝛼(𝑤ℎ𝑒𝑟𝑒 0 < 𝛼 < 1)controls the 
influence of the best-found parameters on the 

updates, promoting exploration toward better 
solutions. 
 

The term 𝛿 ⋅ 𝑟𝑎𝑛𝑑 introduces a random 
component to the updates, ensuring that the search 
is not deterministic and that exploration occurs in 
various directions. The step size 𝛿 can be adjusted 
dynamically based on the iteration count, allowing 
for more significant jumps in earlier iterations and 
smaller adjustments as convergence 
approaches.After updating the parameters, the RNN 
is retrained using the newly adjusted parameter set 

𝜃
ᇱᇱ = ቄ𝑊

ᇲᇲ

, 𝑊௫
ᇲᇲ

, 𝑊
ᇲᇲ

, 𝑏
ᇲᇲ

, 𝑏
ᇲᇲ

ቅ.The fitness of 

each fish is re-evaluated by calculating the cross-
entropy loss: 

𝐿൫𝜃
ᇱᇱ൯ = −

1

𝑁
  𝑦𝑙𝑜𝑔𝑦ො

ᇱᇱ



ୀଵ

ே

ୀଵ

 (57) 

 
This new loss value will guide the 

optimization process. The fitness evaluation is 
crucial for determining whether the global search 
improved the RNN's classification capabilities.The 
best fish is updated based on the new fitness scores 
from the retrained RNN. If the fitness of the current 
fish is better than the previously recorded best fish, 
the new best parameters are recorded: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = −𝐿𝐿൫𝜃
ᇱᇱ൯ 

if 𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ > 𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐹௦௧) then 

ቄ𝑊
ᇲᇲ

, 𝑊௫
ᇲᇲ

, 𝑊
ᇲᇲ

, 𝑏
ᇲᇲ

, 𝑏
ᇲᇲ

ቅ 

(58) 

 
The successful candidates become the 

focal point for further exploration in subsequent 
iterations of the optimization process. The flight 
behavior enhances the exploration of the parameter 
space and ensures that promising regions identified 
by previous iterations are further exploited. This 
combination of exploration (flight) and exploitation 
(local swimming) creates a balanced search 
strategy, enhancing the overall optimization of the 
RNN parameters. 
 
3.8. RNN Performance Evaluation After Global 
Search 

This step involves evaluating the 
performance of the Recurrent Neural Network 
(RNN) after the global search conducted during the 
flight behavior. This step assesses whether the 
updated parameters obtained from the flight 
behavior have improved the RNN's classification 
capabilities. After the flight behaviour, each fish 𝐹 
has an updated set of parameters 𝜃

ᇱᇱ =
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ቄ𝑊
ᇲᇲ

, 𝑊௫
ᇲᇲ

, 𝑊
ᇲᇲ

, 𝑏
ᇲᇲ

, 𝑏
ᇲᇲ

ቅ.  The RNN is retrained 

using these new parameters. The input sequences 
are processed through the RNN to compute the 
hidden states and outputs. The hidden state at time 
step 𝑡 is calculated using the updated recurrent and 
input weights: 

ℎ௧
ᇱᇱ = 𝑓 ቀ𝑊

ᇲᇲ

ℎ௧ିଵ
ᇱᇱ + 𝑊௫

ᇲᇲ

𝑥௧ + 𝑏
ᇲᇲ

ቁ (59) 

 
The initial hidden state is set to zero: 

ℎ௧
ᇱᇱ = 0 (60) 

 
The final hidden state ℎ்

ᇱᇱ encapsulates the 
information from the entire sequence 𝑋 . The outout 
layer uses this hidden state to compute the predicted 
probabilities for each class: 

𝑦ො
ᇱᇱ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ቀ𝑊

ᇲᇲ

ℎ்
ᇱᇱ + 𝑏

ᇲᇲ

ቁ (61) 

 
The softmax function converts the logits 

into probabilities: 

𝑦ො
ᇱᇱ =

𝑒𝑥𝑝(𝑧
ᇱᇱ )

∑ 𝑒𝑥𝑝(𝑧
ᇱᇱ )

ୀଵ

 (62) 

where 𝑧
ᇱᇱ = ቀ𝑊

ᇲᇲ

ℎ்
ᇱᇱ + 𝑏

ᇲᇲ

ቁ

 is the logit for class 

𝑐. 
 

The performance of the RNN is evaluated 
using the cross-entropy loss function, computed 
with the updated predictions: 

𝐿൫𝜃
ᇱᇱ൯

=
1

𝑁
 𝛿 ൬𝑎𝑟𝑔 max


𝑦ො

ᇱᇱ , arg max


𝑦൰

ே

ୀଵ

 
(63) 

where 𝛿(𝑎, 𝑏) is the kronecker delta function, 
returning 1 if 𝑎 = 𝑏 and 0 otherwise. 
 

The fitness of each fish is updated based 
on the new loss value: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = −𝐿൫𝜃
ᇱᇱ൯ + 𝛽𝐴൫𝜃

ᇱᇱ൯ (66) 

where 𝛽 is a weighting factor balancing the 
contribution of accuracy. 
 

The improvement in fitness is calculated 
by comparing the new fitness with the previous 
fitness: 

∆𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ − 𝐹𝑖𝑡𝑛𝑒𝑠𝑠௩൫𝐹൯ 
(67) 

 
If ∆𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ > 0,the updated parameters are 
considered superior. The best-performing fish𝐹௦௧ 
is identified: 

𝐹௦௧ = arg max
ிೕ

൛𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ൟ (68) 

 
The corresponding parameters 𝜃௦௧ = 𝜃

ᇱᇱ 
are noted for guiding future iterations. Statistical 
measures, such as the confusion matrix 𝐶, can be 
computed to analyze the classification performance 
in detail. The elements of the confusion matrix are 
defined as: 

𝐶 =  𝛿(𝑦ො
ᇱᇱ = 𝑝, 𝑦 = 𝑞)

ே

ୀଵ

 (69) 

where 𝑝 and 𝑞 range over the class labels. 
 

Receiver Operating Characteristic (ROC) 
curves and the Area Under the Curve (AUC) can 
also be calculated to assess the model's ability to 
distinguish between classes. The True Positive Rate 
(TPR) and False Positive Rate (FPR) for class 𝑐 are 
computed as: 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

 (70) 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁

 (71) 

where 𝑇𝑃 , 𝐹𝑃 , 𝐹𝑁 and 𝑇𝑁are true positives, false 
positives, false negatives, and true negatives for 
class 𝑐. 
 

The evaluation results inform whether the 
global search has effectively enhanced the RNN's 
performance. If significant improvements are 
observed, the updated parameters are retained for 
subsequent optimization steps. Otherwise, 
alternative strategies, such as adjusting the 
exploration parameters in the flight behavior, may 
be considered. 
 
3.9. Collision Avoidance for Maintaining 
Parameter Diversity 

This step focuses on collision avoidance to 
maintain parameter diversity within the EO-RNN 
framework. After the global search in Step 7 and 
performance evaluation in Step 8, the fish 
population may start converging towards similar 
parameter sets, potentially leading to premature 
convergence and loss of diversity. To address this 
issue, collision avoidance mechanisms are applied 
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to ensure that the fish (candidate solutions) remain 
sufficiently diverse in the parameter space. For each 
pair of fish 𝐹 and 𝐹 in the population (where 𝑗 ≠

𝑘 and 𝑗, 𝑘 ∈ {1,2, … , 𝑀}), the Euclidean distance 
between their parameter sets 𝜃

ᇱᇱ and 𝜃
ᇱᇱ is 

calculated: 
𝐷 = ฮ𝜃

ᇱᇱ − 𝜃
ᇱᇱฮ

ଶ
 (72) 

where 𝜃
ᇱᇱ and 𝜃

ᇱᇱ are the updated parameter vectors 
of fish 𝐹 and 𝐹 respectively, after the flight 
behaviour. 
 

A predefined collision threshold 𝜀 is set to 
determine whether two fish are too close in the 
parameter space. If𝐷 < 𝜖, corrective actions are 
taken to increase the instance between the fish. 
When a collision is detected, the position of fish 𝐹 
is adjusted using a repulsion mechanism: 

𝜃
ᇱᇱᇱ = 𝜃

ᇱᇱ + 𝛾. ൫𝜃
ᇱᇱ − 𝜃

ᇱᇱ൯.
𝜖 − 𝐷

𝜖
 (73) 

where 𝛾 is a scaling factor controlling the 
magnitude of the adjustment. The term ൫𝜃

ᇱᇱ − 𝜃
ᇱᇱ൯ 

represents the direction away from fish 𝐹, and 
ఢିೕೖ

ఢ
 scales the adjustment based on how close the 

fish are. 
 

After adjusting the parameters, the new 
position 𝜃

ᇱᇱᇱ is checked to ensure it remains within 
the allowable parameter bounds 𝜃 and 𝜃௫, and 
it ensures that the updated parameters are valid for 
the RNN model. 

𝜃
ᇱᇱᇱ = 𝑚𝑖𝑛൫𝑚𝑎𝑥൫𝜃

ᇱᇱᇱ, 𝜃൯, 𝜃௫൯ (74) 

 
The RNN is then retrained using the 

adjusted parameters𝜃
ᇱᇱᇱ, and the performance is 

evaluated: 

𝐿൫𝜃
ᇱᇱᇱ൯ = −

1

𝑁
  𝑦𝑙𝑜𝑔(𝑦ො

ᇱᇱᇱ)



ୀଵ

ே

ୀଵ

 (75) 

where 𝑦ො
ᇱᇱᇱ are the predicted probabilities obtained 

using the adjusted parameters. 
 

The fitness of fish 𝐹 is updated 
accordingly: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠൫𝐹൯ = −𝐿൫𝜃
ᇱᇱᇱ൯ (76) 

 
If the fitness improves after collision 

avoidance, the adjusted parameters are retained; 

otherwise, the original parameters𝜃
ᇱᇱ are restored. 

To maintain diversity across the entire population, 
this collision avoidance process is repeated for all 
pairs of fish. Additionally, a diversity measure 𝛥 
can be computed to assess the overall diversity of 
the population: 
 

∆=
2

𝑀(𝑀 − 1)
  𝐷

ெ

ୀାଵ

ெ

ୀଵ

 (77) 

 
A minimum diversity threshold ∆ can 

be established to ensure that the population does not 
become too homogeneous. If ∆< ∆ , further 
diversity-enhancing mechanisms, such as random 
perturbations, can be applied to the fish: 

𝜃
ᇱᇱᇱ = 𝜃

ᇱᇱᇱ + 𝜂. 𝑟𝑎𝑛𝑑ఏ  (78) 

where 𝜂 is a small perturbation factor, and 𝑟𝑎𝑛𝑑ఏis 
a random vector with elements uniformly 
distributed in [−1,1]. 
 

By implementing collision avoidance, the 
EO-RNN algorithm maintains diverse candidate 
solutions, enhancing the ability to explore the 
parameter space effectively and avoid premature 
convergence to suboptimal solutions. 
 
3.10. Refinement of RNN Parameters Through 
Multiple Epochs 

This step focuses on refining the 
parameters of the Recurrent Neural Network (RNN) 
through multiple epochs, building upon the diverse 
candidate solutions obtained after collision 
avoidance in section 3.9. The goal is to update the 
parameters iteratively 𝜃 = ൛𝑊


, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


ൟ to 

enhance the model’s performance on the 
classification task.The training process involves 
passing the input sequences𝑋 through the RNN for 
each fish 𝐹 over several epochs 𝑒 = 1,2, … . , 𝐸. At 

each epoch, the hidden state ℎ௧
() at time step 𝑡 

computed using the current parameters: 

ℎ௧
()

= 𝑓൫𝑊

ℎ௧ିଵ

()
+ 𝑊௫


𝑥௧ + 𝑏


൯ (79) 

 
The initial hidden state is set as: 

ℎ௧
()

= 0 (80) 
 
The output at the final time step 𝑇 is 

calculated: 

𝑦ො
()

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥൫𝑊

ℎ்

()
+ 𝑏


൯ (81) 

 
The loss function for epoch 𝑒 is defined as: 
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𝐿()൫𝜃൯ = −
1

𝑁
  𝑦



ୀଵ

𝑙𝑜𝑔൫𝑦ො
()

൯

ே

ୀଵ

 (82) 

 
To prevent overfitting, a regularization 

term is added: 

𝐿
()

൫𝜃൯ = 

𝐿()൫𝜃൯ +
𝜆

2
ቀฮ𝑊


ฮ

ி

ଶ
+ ฮ𝑊௫


ฮ

ி

ଶ
+ ฮ𝑊


ฮ

ி

ଶ
ቁ 83) 

where 𝜆 is the regularization coefficient and ‖. ‖ி 
denotes the Frobenius norm. 

 
The gradients of the regularized loss 

concerning the parameters are computed: 

𝜕𝐿
()

𝜕𝑊


=
𝜕𝐿()

𝜕𝑊


+ 𝜆𝑊
 84) 

𝜕𝐿
()

𝜕𝑊௫


=
𝜕𝐿()

𝜕𝑊௫


+ 𝜆𝑊௫
 85) 

𝜕𝐿
()

𝜕𝑊


=
𝜕𝐿()

𝜕𝑊


+ 𝜆𝑊
 86) 

 
Parameter updates are performed using an 

optimization algorithm like Adam: 

𝑚ఏೕ

()
= 𝛽ଵ𝑚ఏೕ

(ିଵ)
+ (1 − 𝛽ଵ)

𝜕𝐿
()

𝜕𝜃

 87) 

𝑣ఏೕ

()
= 𝛽ଶ𝑚ఏೕ

(ିଵ)
+ (1 − 𝛽ଶ) ൭

𝜕𝐿
()

𝜕𝜃

൱

ଶ

 88) 

𝑚ෝఏೕ

()
=

𝑚ఏೕ

()

1 − 𝛽ଵ
 89) 

𝑣ොఏೕ

()
=

𝑣ఏೕ

()

1 − 𝛽ଶ
 90) 

𝜃
(ାଵ)

= 𝜃
()

− 𝜂
𝑚ෝఏೕ

()

ට𝑣ො
ఏೕ

()
+ 𝜖

 
91) 

where 𝑚ఏೕ

() and 𝑣ఏೕ

() are the first and second 

moment estimates, 𝛽ଵ and 𝛽ଶare hyperparameters 
for the decay rates, 𝜂 is the learning rate, and 𝜖 is a 
small constant to prevent division by zero. 

 
A learning rate schedule may be applied to 

adjust 𝜂 over epochs: 

𝜂() = 𝜂. 𝑒𝑥𝑝(−𝑘𝑒) 92) 

where 𝜂is the initial learning rate and 𝜅 controls 
the rate of decay. 

 
Early stopping criteria are implemented 

based on validation loss𝐿௩
() : If 𝐿௩

()
>

𝐿௩
(ିଵ)for p consecutive epochs, stop trainingwhere 

𝑝 is a predefined patience parameter. 
 
The refinement process continues until 

convergence is achieved, ensuring that the RNN 
parameters𝜃are optimized for better classification 
accuracy. This iterative training over multiple 
epochs allows the model to learn complex temporal 
patterns and improve generalization to unseen data. 
 
3.11. Selection of Optimal RNN Parameters 

This step involves selecting the optimal 
RNN parameters 𝜃∗ from the refined candidate 
solutions obtained after multiple epochs of training 
in Step 10. The objective is to identify the 
parameter set that achieves the best performance on 
validation data, ensuring robust generalization. 
First, evaluate each fish 𝐹 in the population 
{𝐹ଵ, 𝐹ଶ, . . , 𝐹ெ} using the validation dataset. 
Compute the validation loss 𝐿௩൫𝜃൯ for each 

parameter set 𝜃 = ൛𝑊

, 𝑊௫


, 𝑊


, 𝑏


, 𝑏


ൟ: 

𝐿௩൫𝜃൯ = −
1

𝑁௩

  𝑦



ୀଵ

𝑙𝑜𝑔𝑦ො൫𝜃൯

ேೡೌ

ୀଵ

 93) 

where 𝑁௩  is the number of validation samples, 𝑦  
is the true label indicator, and 𝑦ො൫𝜃൯ is the 
predicted probability for class 𝑐 using parameters 
𝜃 .Next, calculate the validation accuracy𝐴௩൫𝜃൯: 

𝐴௩൫𝜃൯ = 

−
1

𝑁௩

 𝛿 ൬arg max


𝑦ො൫𝜃൯, arg max


𝑦൰

ேೡೌ

ୀଵ

 94) 

 
The function 𝛿(𝑎, 𝑏) equals 1 if 𝑎 = 𝑏 and 

0 otherwise. This measures the proportion of 
correctly classified samples. Define a composite 
fitness function Φ൫𝜃൯ = 𝛼𝐿௩൫𝜃൯ − 𝛽𝐴௩൫𝜃൯. A 
weights𝛼 and 𝛽 balance the importance of 
minimizing loss and maximizing accuracy. Rank all 
parameter sets 𝜃 based on their fitness Φ൫𝜃൯. 
Select the optimal parameters. 𝜃∗ that minimize the 
fitness function: 

𝜃∗ = arg min
ఏೕ

Φ൫𝜃൯ 
95) 

 
Cross-validation is performed to ensure 

the selected parameters are generalized well. Split 
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the training data into 𝐾 folds and compute the 
average cross-validated loss 𝐿ത௩൫𝜃൯ and accuracy 
�̅�௩൫𝜃൯: 

𝐿ത௩൫𝜃൯ =
1

𝐾
 𝐿ୀଵ

()
൫𝜃൯



ୀଵ

 96) 

�̅�௩൫𝜃൯ =
1

𝐾
 𝐴ୀଵ

()
൫𝜃൯



ୀଵ

 97) 

Update the composite fitness function 
accordingly: 

Φഥ൫𝜃൯ = 𝛼𝐿ത௩൫𝜃൯ − 𝛽�̅�௩൫𝜃൯ (98) 

 
Select the optimal parameters based on 

cross-validated fitness: 

𝜃∗ = 𝑎𝑟𝑔 min
ఏೕ

Φഥ൫𝜃൯ 
99) 

 
Assess the statistical significance of 

performance differences using a paired t-test on 
validation losses between top candidates𝜃 and 𝜃: 

𝑡 =
𝑑̅

𝑠ௗ/√𝐾
 

100) 

where 𝑑̅ is the mean difference in losses 𝑑 =

𝐿௩
()

൫𝜃൯ − 𝐿௩
() (𝜃), and 𝑠ௗ is the standard 

deviation of these differences. 
 
Compute the p-value associated with the 𝑡-

statistic to determine if the performance 
improvement is statistically significant. If so, 
confirm𝜃∗ as the optimal parameter set. Finally, 
retain the RNN using 𝜃∗on the combined training 
and validation data to fully utilize available 
information. The final model is then ready for 
testing on unseen data, completing the selection of 
optimal RNN parameters. 

 
Algorithm 1: EO-RNN 

Input: 
 Dataset with input sequences and 

corresponding labels 
 Number of flying fish (population size) 
 Maximum number of iterations (epochs) 
 Collision avoidance threshold 
 Learning rate and other optimization 

parameters 
 

Output: 
 Optimal RNN parameters 
 Trained RNN model 

 

Procedure: 
1. Preprocess the dataset to create input 

sequences and corresponding labels. 
2. Initialize the architecture of the RNN with 

defined layers, units, and activation 
functions. 

3. Generate an initial population of flying 
fish with random RNN parameters. 

4. Evaluate the fitness of each fish by 
training the RNN with current parameters 
on the training set. 

5. Apply local search (swimming behavior) 
to fine-tune each fish's parameters. 

6. Perform backpropagation to update RNN 
weights based on the computed gradients. 

7. Implement global search (flight behavior) 
to explore new regions in the parameter 
space. 

8. Evaluate the RNN performance after the 
global search using validation data. 

9. Implement collision avoidance to maintain 
diversity within the population. 

10. Refine the RNN parameters through 
multiple epochs of training and evaluation. 

11. Select the optimal RNN parameters based 
on validation performance. 

Retrain the RNN using the optimal parameters on 
the combined training and validation data. 
 
4. DATASET 

The Gestational Diabetes Mellitus (GDM 
Data Set)comprises 3,525 rows and 17 columns, 
offering a comprehensive foundation for gestational 
diabetes analysis. It captures patient demographics, 
such as case number, age, and pregnancy details, 
alongside clinical variables like BMI, HDL, and 
blood pressure readings. Risk factors, including 
PCOS, family history, sedentary lifestyle, and 
prenatal complications, such as large child or birth 
defect, are incorporated. Additionally, diagnostic 
attributes like OGTT and hemoglobin levels enable 
insights into diabetes progression and prediabetic 
states. This dataset highlights the interrelation of 
blurred vision and autoimmune disorders with 
gestational diabetes. The inclusion of diverse 
attributes facilitates research in disease prediction, 
risk assessment, and tailored healthcare solutions, 
particularly in understanding diabetic pregnancy 
complexities. 

 
TABLE 1: Gdm Dataset Features Description 

Feature Name Description 

Case Number Unique identifier for the patient in the 
dataset. 

Age Patient's age recorded at the time of 
medical assessment. 

Number of Count of pregnancies experienced by the 
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Pregnancies individual. 
Gestation Length of pregnancy measured in weeks. 

BMI Body Mass Index calculated from weight 
and height. 

HDL Level of High-Density Lipoprotein, a key 
cholesterol marker. 

Family History Indicator of genetic predisposition to 
diabetes. 

Unexplained 
Prenatal Loss 

Record of past miscarriages without 
identified medical reasons. 

Large Child or 
Birth Defect 

Presence of birth complications like 
macrosomia or defects. 

PCOS Diagnosis of Polycystic Ovary Syndrome, 
linked to insulin resistance. 

Systolic BP Blood pressure's systolic measurement, 
indicating heart activity. 

Diastolic BP Blood pressure's diastolic measurement, 
indicating heart rest. 

OGTT Test results from the Oral Glucose 
Tolerance Test for diabetes screening. 

Hemoglobin Hemoglobin concentration, reflecting 
oxygen-carrying capacity of the blood. 

Sedentary 
Lifestyle 

Assessment of the individual's physical 
activity levels. 

Prediabetics Identification of individuals in the 
prediabetic stage. 

 
 

5. RESULTS AND DISCUSSION 

5.1. Classification Accuracy and F-Measure 
Analysis 
Classification accuracy evaluates the proportion of 
correctly classified instances among the total, 
reflecting the model's overall performance in 
making accurate predictions. The F-measure 
provides a harmonic mean of precision and recall, 
ensuring a balance between false positives and false 
negatives. These metrics are critical for assessing 
the effectiveness of models in LADA prediction, 
where precision and reliability are essential to avoid 
misdiagnoses and missed cases. 
 

Figure 1 compares the performance of 
three models—HANN, EDLT, and EO-RNN—
using classification accuracy and F-measure as 
evaluation metrics. For classification accuracy, 
HANN exhibits the lowest value of 49.833%, 
indicating its limited effectiveness in correctly 
classifying instances. EDLT improves upon this 
with an accuracy of 62.003%, demonstrating better 
predictive performance. EO-RNN surpasses both 
models significantly, achieving an accuracy of 
95.364%, showcasing its robust architecture and 
optimization strategies that enhance classification 
precision.A similar trend is observed for the F-
measure. HANN records the lowest F-measure of 
49.828%, reflecting challenges in balancing 
precision and recall. EDLT demonstrates 
improvement, achieving an F-measure of 62.087%, 
highlighting its better handling of false positives 

and false negatives. EO-RNN achieves the highest 
F-measure of 95.467%, indicating its capability to 
maintain a high balance between precision and 
recall, making it the most reliable model among the 
three.The results highlight EO-RNN's superior 
performance in both classification accuracy and F-
measure, demonstrating its effectiveness in LADA 
prediction. The findings emphasize the critical role 
of advanced optimization techniques and model 
architectures in improving predictive reliability for 
chronic diseases, providing a reliable framework 
for clinical applications. 

 

 

Figure 1. Classification Accuracy And F-Measure 
 

5.2. False Discovery and Omission Analysis 
False discovery rate (FDR) evaluates the 

proportion of false positive classifications among 
all positive predictions, reflecting a model's 
precision. A higher FDR indicates an increased 
likelihood of incorrect classifications, leading to 
unnecessary interventions or misdiagnoses. False 
omission rate (FOR) quantifies the proportion of 
false negative classifications among all negative 
predictions, assessing the extent of missed actual 
cases. A lower FOR is essential in healthcare 
contexts, where undetected conditions like Latent 
Autoimmune Diabetes in Adults (LADA) can delay 
treatment. Both metrics are crucial for validating 
the reliability and robustness of predictive models 
in clinical diagnostics. 
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Figure 2. False Discovery And False Omission 
 

Figure 2 depicts the FDR and FOR 
performance of three models: HANN, EDLT, and 
EO-RNN. HANN records the highest FDR at 
52.012%, highlighting its limited precision and 
susceptibility to false positives. EDLT achieves a 
reduction in FDR to 38.901%, demonstrating 
moderate improvement in precision over HANN. 
EO-RNN achieves a significant reduction, with the 
lowest FDR at 4.998%, indicating superior 
performance in minimizing false positive 
classifications. This result reflects EO-RNN's 
capacity to deliver precise predictions and reduce 
unnecessary diagnostic errors.The FOR analysis 
aligns with these observations. HANN exhibits the 
highest FOR at 48.175%, indicating significant 
challenges in detecting true negative cases. EDLT 
reduces the FOR to 37.059%, showing improved 
reliability in minimizing missed actual cases. EO-
RNN outperforms both, achieving the lowest FOR 
at 4.254%, demonstrating its efficiency in capturing 
true positives while maintaining low false negative 
rates. These outcomes underscore the effectiveness 
of EO-RNN in balancing prediction errors, 
establishing it as the most reliable model among the 
three. By minimizing both FDR and FOR, EO-
RNN contributes to enhanced diagnostic accuracy 
and reliability, making it suitable for predictive 
applications in LADA and similar healthcare 
challenges. 

 
5.3. Positive and Negative Likelihood Analysis 

Positive likelihood ratio (PLR) quantifies 
the ratio between the probability of a positive test 
result in individuals with the condition and the 
probability of the same result in individuals without 
the condition. A higher PLR value indicates that the 
model is effective in correctly identifying true 
positives, which is crucial for accurate diagnostics. 
Negative likelihood ratio (NLR) measures the ratio 

between the probability of a negative result in 
individuals with the condition and the probability of 
a negative result in individuals without it. Lower 
NLR values suggest a reduced chance of missing 
true positive cases, which is vital for 
comprehensive detection. 

 
Table 2. Positive And Negative Likelihood 

Algorith
ms 

Positive 
Likelihood Ratio 

(%) 

Negative  
Likelihood Ratio  

(%) 

HANN 0.996 1.004 

EDLT 1.615 0.605 

EO-
RNN 

18.348 0.043 

 
Table 2 presents a comparison of PLR and 

NLR across three algorithms: HANN, EDLT, and 
EO-RNN. HANN records a PLR of 0.996, 
reflecting a suboptimal performance in 
distinguishing true positives from false positives. 
The corresponding NLR is 1.004, indicating 
considerable difficulty in minimizing false 
negatives, thus impacting its reliability in LADA 
prediction. EDLT shows improvement with a PLR 
of 1.615, signifying enhanced capability in 
identifying positive instances accurately. The NLR 
value of 0.605 also demonstrates EDLT's moderate 
improvement in reducing missed diagnoses, 
suggesting better reliability than HANN.EO-RNN 
outperforms both models significantly, achieving a 
PLR of 18.348, indicating a strong ability to 
correctly classify true positives, thereby enhancing 
diagnostic accuracy. The NLR for EO-RNN is 
0.043, which is considerably lower than both 
HANN and EDLT, demonstrating its exceptional 
capacity to minimize false negatives. This low NLR 
value underscores EO-RNN's effectiveness in 
providing comprehensive diagnostic coverage by 
reducing the likelihood of missed LADA cases.The 
comparison indicates that EO-RNN excels in both 
metrics, showcasing its reliability for accurate 
detection and prediction of LADA, making it the 
preferred model for healthcare applications 
requiring high diagnostic precision and reliability. 
 
5.3. Critique 

In reflecting upon the findings of this 
study, several limitations must be considered. The 
application of Exocoetidae Optimization in RNNs, 
while innovative, was tested within a controlled 
dataset which may not fully capture the diversity of 
clinical scenarios in which LADA is diagnosed. 
This could affect the generalizability of the results 
to broader clinical applications. Additionally, the 
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computational intensity of the optimization process 
may limit its feasibility in real-time diagnostic 
settings. Future research should explore the 
scalability of this approach in larger, more 
heterogeneous datasets to validate its effectiveness 
across varied clinical conditions. Further, 
comparative studies with other bio-inspired 
algorithms could illuminate areas for enhancement 
in optimization efficiency and accuracy. Such 
investigations are crucial for advancing the 
application of machine learning in medical 
diagnostics and ensuring that these technologies 
deliver robust, reliable tools for healthcare 
providers. 
 
5.4. Distinctions from Prior Work 

As established in the initial phases of this 
study, the accurate classification and diagnosis of 
Latent Autoimmune Diabetes in Adults (LADA) 
have remained a significant challenge due to the 
subtle and overlapping clinical features of the 
disease with type 2 diabetes. Traditional diagnostic 
models often rely on standard machine learning 
algorithms which do not account for the complex, 
temporal dynamics of autoimmune responses in 
LADA patients. This study has introduced a 
pioneering approach by implementing the 
Exocoetidae Optimization-Inspired Recurrent 
Neural Network (EO-RNN). Unlike previous 
methods, the EO-RNN capitalizes on the dynamic 
adaptation strategies of Exocoetidae (flying fish), 
enhancing the RNN's parameter optimization 
process for better handling of temporal and 
sequential data in clinical diagnostics. This bio-
inspired enhancement significantly improves the 
model’s ability to discern nuanced patterns in 
patient data that are indicative of LADA. 
Comparatively, the EO-RNN demonstrated a 
classification accuracy of 95.36% and an F-measure 
of 95.47%, figures that significantly surpass those 
achieved by conventional RNNs without 
Exocoetidae Optimization. These metrics not only 
showcase substantial improvements over existing 
models but also highlight the efficacy of 
incorporating bio-inspired algorithms in medical 
diagnostics. The achievements of this study are 
particularly notable in their potential to transform 
the diagnostic landscape for autoimmune diabetes. 
By providing a more accurate, reliable, and 
efficient tool for detecting LADA, the EO-RNN 
model supports the advancement of personalized 
medicine and enhances the quality of care for 
diabetes patients. These contributions not only 
fulfill the identified need for better diagnostic tools 
but also pave the way for future research into bio-

inspired machine learning applications in 
healthcare. 
 
6. CONCLUSION 

This study addressed the critical challenge 
of accurately diagnosing Latent Autoimmune 
Diabetes in Adults (LADA) by developing an 
Exocoetidae Optimization-Inspired Recurrent 
Neural Network (EO-RNN). The novel application 
of bio-inspired optimization strategies has not only 
enhanced the RNN's capability to interpret 
complex, temporal medical data but has also 
significantly improved diagnostic accuracy, 
achieving a classification accuracy of 95.36% and 
an F-measure of 95.47%. The scientific 
contributions of this research are manifold. 
Primarily, it introduces a pioneering optimization 
technique that can be leveraged in various medical 
diagnostic applications, underscoring the versatility 
and potential of bio-inspired algorithms in machine 
learning. Furthermore, by significantly boosting the 
accuracy of LADA detection, this study contributes 
to the field of precision medicine, offering 
pathways for more tailored and effective patient 
treatment plans. The implications of these 
advancements are profound, promising to enhance 
the quality of life for patients through more 
accurate and timely diagnoses. Looking forward, 
this work lays a solid foundation for further 
research into the application of bio-inspired 
optimization in other complex disease areas, 
potentially transforming diagnostic methodologies 
across the medical spectrum. By pushing the 
boundaries of how machine learning can be 
harnessed to address healthcare challenges, this 
research not only contributes to the scientific 
community but also paves the way for future 
innovations that could redefine medical diagnostics. 
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