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ABSTRACT 
 

The article critically examines the geopolitical implications of artificial intelligence (AI) governance, 
highlighting its role in reshaping international power dynamics. This study addresses the gap in the literature 
regarding AI’s impact on national security, economic dominance, and political control. By analyzing policy 
frameworks and global AI leadership strategies, the study provides a novel perspective on AI governance as 
a geopolitical tool. Findings indicate that AI enhances technological sovereignty, strengthens defense 
capabilities, and contributes to cyber and economic conflicts. The conclusions emphasize the necessity of a 
comprehensive global regulatory framework to mitigate AI-related risks and foster international cooperation. 
This study contributes new knowledge by demonstrating how AI governance influences strategic geopolitical 
stability and security. 
Keywords: AI Governance, Geopolitical Impact, AI Regulation, National Security, Economic Power, AI 

Ethics 
 
1. INTRODUCTION  
 

Artificial intelligence (AI) is rapidly altering 
global geopolitics by influencing national security, 
economic structures, and political power. While 
previous studies have examined AI’s impact on 
technology and economics, limited research has 
focused on its geopolitical consequences. This study 
fills this gap by investigating how AI governance 
affects international relations, power shifts, and 
security challenges. 

AI investments by major powers like the US, 
China, and the EU indicate a growing technological 
arms race. However, the absence of global regulatory 
mechanisms raises concerns about ethical 
governance and power imbalances. AI-powered 
military applications pose significant risks, 

particularly in autonomous warfare, cyber threats, 
and surveillance. Furthermore, economic 
inequalities are exacerbated as technologically 
advanced nations outpace developing economies. 

AI-based autonomous military systems are 
especially dangerous, capable of operating without 
human intervention, which can lead to the escalation 
of military conflicts. 

Furthermore, the development of AI creates a 
technological gap between countries that actively 
invest in these technologies and countries that lag 
behind in technological development. Such 
unevenness in access to advanced technologies can 
increase economic and political inequality, which 
threatens to destabilize international relations in the 
long run. 
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AI technologies are becoming a new tool of 
political control. They are actively used in countries 
with authoritarian regimes to monitor and regulate 
the citizens’ behaviour. This poses serious 
challenges for human rights and democracy, as the 
AI use can limit freedom of expression and lead to 
increased repression. 

This research aims to analyze the geopolitical 
impact of AI governance by addressing key research 
questions: 

1. How does AI governance influence global 
power structures and international 
cooperation? 

2. What are the potential security risks 
associated with unregulated AI 
development? 

3. How does AI regulation affect economic 
stability and technological sovereignty? 

To answer these questions, the study examines AI 
adoption across political regimes and evaluates its 
implications for global stability. 

Research objectives: 

1. Analyse the current practices of using AI 
technologies in various political systems and to 
assess their impact on political control and social 
stability. 

2. Assess the impact of AI on the defence potential 
of countries and possible threats to international 
security, in particular through autonomous military 
systems. 

3. Study the economic implications of AI 
implementation and possible technology gaps 
between states that may cause economic inequality 
and political instability. 

2. LITERATURE REVIEW 

The rapid development of AI technologies has 
significantly changed the global balance of power. 
Therefore, the issue of its regulation in the context of 
geopolitical consequences is reflected in a number of 
current studies. Previous research has predominantly 
focused on AI’s economic and technological aspects, 
neglecting its broader geopolitical consequences. 
This study critically maps the literature to establish 
the research problem and identify gaps. 

One of the leading topics is the strategic 
importance of AI for geopolitical dominance. Such 
scholars as [1, 2] actively discuss the complex 
interplay between AI governance and global power 
relations, which emphasizes the strategic advantage 

enjoyed by leading countries in the development of 
AI. Other researchers, in particular [3], note their 
special influence on propaganda and, as in particular 
[4] note, the scale of such a process.  

The AI role in cybersecurity further complicates 
this dynamic. According to the research [5], cyber 
security systems based on AI not only increase the 
defence capability of national states, but also open 
up new dimensions of threats. 

AI governance also intersects with ethical 
considerations that are important to geopolitical 
stability. Such researchers as [6] emphasize the 
importance of an ethical framework in the regulation 
of AI. Besides, some scholars such as [7] point out 
that although the ethical aspects of AI are important, 
management must be realistic. Excessive regulation, 
according to the study [8] can hold back innovation, 
leaving countries vulnerable in a highly competitive 
AI environment.  

The research [9] indicates that AI can play a 
transformative role in achieving such global goals as 
combating climate change and improving health 
care.  

Other researchers [10] point out that the lack of 
distribution of AI technologies can deepen inequality 
at the national and international levels.  

The concept of AI nationalism has also become an 
important issue. According to the research [11], AI 
nationalism refers to the tendency of states to focus 
on the domestic development of AI to the detriment 
of global cooperation.  

According to [12] AI also attracts attention due to 
liability and regulatory issues, especially in the 
context of its rapid adoption in various fields of 
activity. As the researchers [13] noted, the question 
arises whether “responsible AI” can exist without 
proper mechanisms of responsibility for the 
consequences of its use. Also, researchers such as 
[14] consider the possibility of implementing the 
principles of responsibility for generative AI models, 
in particular through the EU directive on 
responsibility for AI.  

The military use of AI is also a significant 
component of the geopolitical discourse, as 
emphasized by the author [15]. The research [16] on 
the use of AI in the defence agencies of Sweden 
shows how this country integrates innovative 
technologies into its military strategy.  

Another important aspect is the AI potential in 
political governance. The study [17] analyses the 
countries where AI acts as president.  
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The author [18] notes that the European Union’s 
(EU) approach to AI regulation through the AI Act 
is focused on transparency and accountability. The 
study by a number of researchers [19] highlights the 
EU’s efforts to create a regulatory framework that 
emphasizes risk management and documentation of 
AI systems, which increases transparency. The 
author [20] consider the prospects of regulating the 
AI use at the level of the EU legislative framework. 
Besides, as the researcher [21] noted, the 
terminological clarity that European politicians seek 
to achieve contributes to the harmonization of 
approaches to the regulation of AI at the global level.  

Ukrainian researchers [22] emphasize the 
importance of introducing automated security 
systems and crime prevention in the South of 
Ukraine as a way to ensure security in the Black Sea 
region. Domestic researchers [23] also note the 
importance of attracting investments and the 
development of AI technologies for the further 
recovery of Ukraine and strengthening its position in 
the geopolitical arena of the region.  

Existing studies highlight AI’s role in cyber 
warfare, surveillance, and national security (Tare, 
2024; Pastor & González, 2022). Scholars have 
debated whether AI governance strengthens global 
stability or exacerbates geopolitical tensions (Baig et 
al., 2024). Some argue that ethical AI policies 
promote cooperation (Henman, 2024), while others 
contend that AI nationalism leads to increased 
rivalry (Aaronson, 2024). 

This study extends prior work by evaluating AI 
governance’s impact on global alliances, power 
competition, and military strategies. Unlike earlier 
research, it integrates AI’s geopolitical implications 
with policy and security dimensions, offering a novel 
perspective. 

So, the literature illustrates that the geopolitical 
implications of AI governance are multifaceted and 
encompass the issues of national security, ethics, 
sustainable development, and justice. 

3. METHODS      

3.1. Research Design 

The study was based on a multi-stage 
experimental design that analysed the geopolitical 
implications of AI control between January and June 
2023. It brought together experts in AI, geopolitics, 
and data analytics. 

 

Figure 1: Research design 

Source: developed by the authors 

 

The stages included: 

1. Data collection: analysis of global AI regulatory 
practices and their impact on geopolitics. 

2. Scenario modelling: development of models of 
the consequences of AI control under the 
competition and cooperation of states. 

3. Risk assessment: identification of challenges in 
the field of security, international law, and ethics. 

4. Development of recommendations: creation of 
strategies for reducing risks and strengthening 
cooperation. 

The interdisciplinary combines technical and 
geopolitical analysis, creating a holistic picture of the 
impact of AI on the international system. 

3.2. Sampling 

The study selected ten geopolitical regions 
representing different levels of technological 
maturity, AI integration into governance systems and 
influence on the international arena. The sample 
included the EU, the USA, China, as well as selected 
developing countries in Asia and Africa. The sample 
size was optimal for a balanced representation of 
regulatory approaches, economic scales, and 
political strategies. This ensured statistical 
significance, data accessibility, and manageability of 
the analysis. The sample was limited to ten regions 
for the purposes of an in-depth analysis within the 
research period, ensuring access to reliable data on 
AI policies and regulatory frameworks. The regions 
were selected because of the documented examples 
of AI’s impact on geopolitical events, including 
technological conflicts. An advisory group of experts 
on geopolitics and AI recommended the regions 
based on key trends. This approach provided 
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representative data that facilitated a qualitative 
analysis of the impact of AI on international politics, 
economics, and regulation. 

3.3. Methods 

3.3.1. Scenario-based modelling 

A special modelling framework using 
programming languages was developed to assess the 
geopolitical consequences of AI control. This 
framework allowed for the implementation of a 
scenario-based approach to analyse the interaction of 
AI policy with global geopolitical processes. 

• Inputs: regulations, standards of ethics, security, 
privacy, and AI governance strategies. 

• Outputs: forecast of AI integration, changes in 
alliances, economic impact. 

• Model equation (modified MDP): The Markov 
Decision Process was adapted to analyse the 
geopolitical consequences of AI policy. State (S) – 
geopolitical situation, level of AI implementation, 
regional characteristics. Action (A) – policy change, 
adoption of laws, increased funding. Transition 
probability (P) – transitions between states 
depending on actions. Reward (R) – economic 
benefits, political stability, strategic advantages. 

The formula for determining the optimal policy: 

 

𝑉 (𝑠) =  max
௔

൥𝑅(𝑠, 𝑎) + 𝛾 ෍ 𝑃(𝑠´|𝑠, 𝑎) 𝑉(𝑠′)

௦´

൩ 

where:  

 𝑉 (𝑠) – value of the state (utility), 

 𝑅(𝑠, 𝑎) – reward for action 𝑎 in state 𝑠, 

 𝛾 – discount factor, 

 𝑃(𝑠´|𝑠, 𝑎) – probability of transition from 
state 𝑠 to state 𝑠´. 

 

3.3.2. Geopolitical impact analysis 

The impact analysis of AI governance was carried 
out using an adapted game-based theoretic approach 
that models state strategies in decision-making 
regarding AI technologies. AI governance scenarios 
and their consequences for different regions were 
considered, with a focus on Nash equilibrium — a 
situation where no state can improve its outcome by 

changing its strategy in the context of the strategies 
of others. This made it possible to identify the most 
effective scenarios of cooperation or competition in 
the field of AI governance. 

3.3.3. Qualitative research 

Expert interviews and surveys were conducted, 
consisting of 14 questions on the effectiveness of AI 
policy, geopolitical risks, and prospects for AI 
governance (Appendix A). 

Tools: 

1. Programming language: Python. 

2. Libraries/frameworks: TensorFlow, NumPy, 
SciPy. 

3. Software: Gambit, NVivo, Microsoft Excel, 
Python (Pandas Library), R, Tableau. 

4. Platform used: Google Forms. 

 

4. RESULTS 

4.1. Results of the Markov Decision Process 
(MDP) Model 

A Markov Decision Process (MDP) model was 
used to analyse the geopolitical implications of AI 
policy integration in ten key regions. The model 
predicted the level of AI adoption, changes in 
international alliances, and the economic 
consequences of different policy approaches. The 
results of the study are shown in Table 1. 

Predicted geopolitical implications: 

EU: High AI adoption provides stability, 
strengthens domestic alliances, and has a moderate 
impact on the global economy. 

United States: High AI adoption contributes to 
technological dominance, strengthens strategic 
influence in international systems, and provides 
economic advantages in high-tech sectors. 

China: Aggressive AI policies increase global 
influence, create new trade ties, particularly in AI-
oriented infrastructure. 

India: Moderate integration opens up 
opportunities for changes in trade, particularly in the 
technology sector. 

Sub-Saharan Africa (e.g. Nigeria): Initial stages of 
AI implementation cause instability but create 
potential for long-term strategic development. 

Table 1: Example scorecard for EU, US and China. 
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Region Level of AI 
Integration 

Predicted Economic 
Impact 

Geopolitical 
Stability 

Strategic Alliances 

European 
Union 

High Moderate High Strong 

United States High High Moderate Moderate 

China Very High Very High High Expanding 

Source: developed by the authors based on [24] 

The European Union (EU) has a well-developed 
governance and regulatory framework, including the 
Artificial Intelligence Act, which emphasizes ethics 
and transparency. At the same time, there is potential 
to increase competitiveness and accelerate 
technology adoption. AI policies are driving 
economic growth, but their implementation is 
hampered by unevenness across member states. 
Cooperation and international coordination 
strengthen the EU’s position, although reliance on 
external providers poses risks. The US remains a 
leader in innovation thanks to flexible regulation, 
which has stimulated the rapid development of AI. 
However, criticism has focused on the lack of 
attention to ethical oversight, especially compared to 
the EU. The integration of AI into defence, 
healthcare and finance provides significant 
economic benefits, but exacerbates international 
trade conflicts, particularly with China, increasing 
the risks of cyber threats and social inequality. China 
is demonstrating a centralized approach to AI 
development, using big data and state funding. 
Technology is rapidly integrating into the public and 
private sectors, driving innovation and export 
dominance. The Belt and Road Initiative is 
increasing the country’s geopolitical influence. 
However, privacy and government surveillance 
issues are raising international concerns. 

So, the EU emphasizes ethics but faces regulatory 
barriers. The US focuses on innovation but faces 
ethical challenges. China demonstrates the 

effectiveness of AI integration, although 
authoritarian control exacerbates tensions. 

4.2. Game-based Theoretic Approach 

A modified game-based theoretic analysis was 
used to assess the geopolitical strategies of countries 
in the context of AI policy. The main result is the 
identification of the conditions of the Nash 
equilibrium, when no country can improve its 
position by changing its policy strategy on AI if 
others leave their strategies unchanged. 

Nash equilibrium analysis: 

The EU and the US: achieved equilibrium through 
cooperation in AI policy development, which 
brought economic benefits and stability. Unilateral 
deviations would cause economic losses. 

China: has chosen an aggressive AI strategy, 
demonstrating a competitive approach and 
frequently changing alliances depending on 
technological developments. 

Emerging regions: Countries in Africa and South 
Asia have pursued different strategies, focusing on 
regional stability or responding to external 
influences. 

A graphical representation of the Nash 
equilibrium (Figure 2) illustrates the interaction 
between AI governance policies and geopolitical 
outcomes in these regions. 
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Figure 2: Nash equilibrium in geopolitical AI policy (EU, US, China and developing countries) 

Source: developed by the authors based on [25]

The EU and developing countries focus on 
cooperation, which promotes geopolitical stability 
and sustainable economic development. On the other 
hand, the US and China, focus on competition, which 
stimulates rapid AI integration, while reducing 
geopolitical stability. Regions like the US and China 
demonstrate a high level of integration due to a 
competitive strategy aimed at accelerated 
technological development. The EU maintains a 
moderate level of integration, using a balanced 
approach, while developing countries have a low 
level of integration because of limited resources. A 
joint approach between the EU and developing 
countries ensures greater geopolitical stability, 
which is the basis for long-term progress. While the 
US and China strategies can lead to tensions and 
conflicts, cooperation brings stability and 
sustainable development, albeit at the expense of 
slower technological and economic progress. 
Developing countries, despite progress in 
cooperation, need additional external support to 
strengthen AI integration and economic weight. 

4.3. Expert Interviews and Surveys 

Data from expert interviews and surveys were 
analysed to assess perceptions of AI governance and 
its geopolitical risks. The survey included 20 
questions covering three main areas: AI policy 
effectiveness, perception of geopolitical risks, and 
predictions of future trends. The results showed: 

• AI policy effectiveness: Most experts noted that 
regions with strong AI governance, such as the EU 
and the US, have significant economic and 
geopolitical advantages. 

• Geopolitical risks: 65% of respondents pointed 
to growing risks associated with AI, including trade 
conflicts and technological dependency, especially 
in the context of trade wars between the US, China, 
and India. 

• Further trends: 70% of experts predict that AI 
governance will influence the formation of global 
alliances, with countries in Asia and Africa likely to 
emerge as leaders because of international pressure 
and economic incentives. 
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Figure 3: Projected geopolitical stability and AI integration in different regions 

Source: developed by the authors based on [26]

China received the highest score of 10, indicating 
significant investment in AI development and a 
strategic approach to its implementation. Sub-
Saharan Africa received a score of 4, indicating 
serious infrastructural and economic barriers that 
make it difficult to integrate AI. This reflects the 
importance of effective AI governance for 
strengthening or maintaining political and economic 
stability. Higher scores indicate a positive 
contribution of AI to geopolitical stability. The EU 
received a score of 8, indicating a positive impact of 
governance strategies on stability. India, with a score 
of 5, demonstrates a moderate stability because of 

uneven AI implementation. Regions with high levels 
of AI implementation (China, US, EU) have better 
stability indicators, emphasizing the importance of 
comprehensive AI governance strategies. Sub-
Saharan Africa has low scores on AI integration and 
stability, indicating the difficulties of implementing 
the technology in less developed economies. China 
has the highest scores, confirming the priority of AI 
as a geopolitical and economic tool. The US has a 
high level of AI adoption (9) but lower stability (6) 
because of ethical issues and international 
competition. Africa has the lowest scores in both 
categories. 

Table 2: Quantitative differences in AI policy effectiveness 

Region AI Policy Score (0-10) Economic Impact 
Score (0-10) 

Geopolitical Stability 
(0-10) 

EU 8 7 8 

US 9 9 6 

China 10 10 9 

India 6 6 5 

Sub-Saharan Africa 4 3 4 

Source: developed by the authors based on [27]

The European Union (EU) demonstrates effective 
regulation of AI, focusing on ethical principles and 
strict standards (score: 8). The EU’s adoption of AI 
contributes to moderate economic development, 
particularly in automation and innovation (score: 7). 
Joint regulatory efforts strengthen regional and 
global stability (score: 8). The US leads the way in 

funding research and development, with significant 
economic impact, especially in technology sectors 
(score: 9). However, the US’s geopolitical stability 
is reduced due to high levels of competition and 
potential trade conflicts (score: 6). China has the 
most aggressive AI development strategy, supported 
by the state (score: 10), and is an economic leader 
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due to this (score: 10). China’s geopolitical stability 
is also strengthened through the AI use (score: 9). 
India has a weak AI policy, lagging behind 
developed countries (score: 6), with a moderate 
economic contribution to the IT sector (score: 6) and 
limited impact on geopolitical stability (score: 5). 
Sub-Saharan Africa is in the early stages of AI 
development with limited infrastructure and 
government support (score: 4). The impact of AI on 
the economy and stability of this region is minimal 
(score: 3–4). The US and China are leading the 
economic and geopolitical landscape through their 
active use of AI, while the EU is focused on ethics 
and cooperation. India and Africa need reforms and 
investments to strengthen their positions in this area. 

 

5. DISCUSSSION 

Our research emphasizes that AI technologies are 
actively used for political control. Similar opinions 
are supported by the author [28] who notes that AI 
can be a tool for manipulating public opinion and 
controlling citizens.  

However, other authors [29] add that AI can also 
contribute to transparency and increase democratic 
standards, especially in countries with developed 
democratic institutions. This contrasts in a certain 
way with our research in terms of the AI use for 
political purposes. We do not agree with this, 
because this is an unlikely scenario in the near future. 

In our study, 40% of the experts consider 
autonomous military systems to be the main threat to 
international security. Other researchers, such as [5], 
also emphasize that AI-based autonomous weapons 
systems can lead to a new arms race.  

In addition, such researchers as [30] support the 
opinion that the introduction of AI for military 
purposes carries serious risks for international 
stability, especially in the absence of global 
agreements on ethical standards. 

Our research notes that countries investing in AI 
for military purposes can obtain significant strategic 
benefits. This approach is supported by the author 
[21] who examines in detail how AI can increase the 
efficiency of military systems through automation.  

According to our research findings, the 
automation of warfare can lead to ethical challenges. 
This opinion is developed by the researcher [31], 
who notes that the AI use in military operations can 
lead to complex moral dilemmas, especially in the 
context of international conflicts. 

Our research raised concerns about the 
technological capability gap between countries. A 
similar approach is supported by the authors [32], 
who note that the difference in the level of AI 
development between states will increase 
international tension. 

According to our forecasts, the pace of AI 
adoption will vary by region, with countries such as 
the US and China expecting rapid adoption by 2030. 
Such researchers as [33] also emphasize that the 
USA and China are leaders in this field due to their 
investment and support at the state level. 

Our research identifies three main scenarios of the 
impact of AI on geopolitics: positive, neutral, and 
negative. A positive scenario predicts that AI will 
contribute to international cooperation and solving 
global problems. Similar views are supported by the 
author [9], who notes that ethical regulation of AI 
can improve international relations. 

On the contrary, the negative scenario considered 
in our study indicates the possibility of exacerbation 
of international conflicts because of the AI use for 
military and political purposes. This echoes the 
research [1]. They analyse possible threats to global 
stability because of the uneven development of AI in 
different countries and the lack of international 
norms [34]. 

This study demonstrates that AI governance is a 
key determinant of geopolitical stability. The 
findings align with previous research emphasizing 
AI’s role in cyber security and military applications 
[27]. However, unlike prior studies that focus 
primarily on economic or technological 
perspectives, this research highlights the interplay 
between AI governance and geopolitical power 
shifts. 

A key limitation of this study is its reliance on 
expert analysis, which may be influenced by regional 
biases. Additionally, the rapid evolution of AI 
technologies means that policy recommendations 
may require continual updates. Future research 
should incorporate real-time AI policy assessments 
to enhance the predictive accuracy of geopolitical 
models. 

The comparative analysis showed that the authors 
of the study agree with many researchers regarding 
the main risks and benefits of AI technologies in the 
field of geopolitics. 

5.1. Limitations: 

One of the limitations of the study is that it is 
based on expert assessments, which can be 
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subjective and do not take into account all possible 
scenarios of technology development. In addition, 
the analysis is based on current data, which may 
reduce its relevance in a rapidly changing 
technological environment. 

5.2. Recommendations: 

It is recommended to strengthen international 
cooperation to create global standards and ethical 
norms for the use of AI technologies, especially in 
the defence sector. It is also worth speeding up the 
development of mechanisms for minimizing the 
risks of political control and ensuring the protection 
of human rights in the context of the growing impact 
of AI on society. 

Problems and Open Research Issues 

Despite the growing body of research on AI 
governance, several unresolved issues persist: 

1. Regulatory Fragmentation: The absence of a 
unified global framework leads to 
inconsistent AI policies across nations, 
increasing the risk of technological conflicts. 

2. AI Militarization: The deployment of AI in 
autonomous weapons raises ethical concerns 
and potential breaches of international 
security norms. 

3. Surveillance and Political Control: AI is 
increasingly used in authoritarian regimes to 
suppress dissent, raising human rights 
concerns. 

4. Economic Disparities: AI-driven economic 
growth is unevenly distributed, exacerbating 
global inequality. 

5. Lack of Ethical Standards: There is no 
universally accepted ethical framework for AI 
governance, creating uncertainty in legal and 
policy spheres. 

These issues warrant further investigation to 
ensure that AI governance supports international 
security and economic stability. 

Differences from Prior Work 
This study differs from previous research in the 

following ways: 
1. Strategic Focus: While earlier studies 

examined AI’s economic impact, this 
research emphasizes its geopolitical 
significance. 

2. Regulatory Analysis: Unlike prior works 
that discuss AI governance in isolation, this 
study assesses its role in international 
relations and security. 

3. Comparative Perspective: By analyzing AI 
policies across multiple regions, this study 
highlights disparities in governance 

strategies and their geopolitical 
consequences. 

4. Security Implications: This research 
uniquely integrates AI’s military 
applications with broader geopolitical risks, 
providing a more comprehensive 
perspective. 

6. CONCLUSIONS 
A comprehensive analysis of the impact of AI on 

political stability, national security and economic 
competition at the global level was conducted. It was 
noted that AI already plays a key role in political 
control, especially in authoritarian regimes, where 
AI technologies are used to monitor the population 
and manage public behaviour. This can lead to a 
decrease in public participation and self-censorship, 
which is a serious challenge for democracies. 

The academic novelty of the study is the 
systematized geopolitical consequences of control 
over AI technologies, emphasizing the difference in 
the pace of technology implementation between 
states and their impact on international security. The 
uniqueness of the study is that it combines expert 
assessments from different countries, providing a 
global view of possible scenarios of AI development 
and its impact on world politics. 

This study contributes to the growing discourse on 
AI governance by demonstrating its direct impact on 
geopolitical stability. Unlike previous research that 
focuses solely on economic or technological aspects, 
this study systematically evaluates AI governance as 
a strategic tool in international politics. 

Key contributions include: 
 Identifying AI governance as a geopolitical 

determinant of power distribution. 
 Highlighting the risks of AI militarization 

and economic inequality. 
 Proposing a framework for global AI 

regulation to mitigate geopolitical 
instability. 

The study underscores the urgent need for an 
international AI governance framework that 
balances innovation with security. Future research 
should explore AI’s long-term geopolitical impact 
through dynamic policy modeling and real-time data 
analysis. 

The practical value of the research is the 
possibility of using the results for the development 
of state strategies for the regulation of AI. Findings 
about the risks associated with the automation of 
military systems and political control can help 
governments to avoid dangerous technological races 
and ensure the protection of human rights. Besides, 
the recommendations for international cooperation 
and the development of ethical norms for the AI use 
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can be the basis for the creation of global standards 
and international agreements that will promote the 
safe and fair implementation of the latest 
technologies. 

REFERENCES:  
[1]. J. Wang, C. Milne, Z. Hu, & F. Khan, 

“Navigating geopolitics in AI governance”, 
Research Report, April 2024, 44 p. 
https://doi.org/10.13140/RG.2.2.33742.06722  

[2]. M. Baig, J. Huang, & J. Xu, “AI for United 
Nations Sustainable Development Goals: AI for 
UNSDGs”, Engrxiv, September 2024, 10 p. 
https://doi.org/10.31224/3866  

[3]. L. Zavolokina, K. Sprenkamp, Z. 
Katashinskaya, D. Gordon Jones, & G. 
Schwabe, “Think fast, think slow, think critical: 
Designing an automated propaganda detection 
tool”, 24th CHI Conference on Human Factors 
in Computing Systems, Honolulu, HI USA, May 
11-16, 2024. pp. 1-24. 
https://doi.org/10.1145/3613904.3642805  

[4]. J. Goldstein, J. Chao, S. Grossman, A. Stamos, 
& M. Tomz, “How persuasive is AI-generated 
propaganda?”, PNAS Nexus, Vol. 3, 2024, pp. 
1-7. 
https://doi.org/10.1093/pnasnexus/pgae034  

[5]. V. Tare, “Advanced threat intelligence, 
mitigations, and geopolitics: Embracing the 
power of AI in cybersecurity”, March 2024, 3 
p. URL:  
https://www.researchgate.net/publication/3774
89301_Advanced_Threat_Intelligence_Mitigat
ions_and_Geopolitics_Embracing_the_Power_
of_AI_in_Cybersecurity (25 October 2024). 

[6]. J. Pastor, & F. González, “Geopolitics, 
governance and AI”, In: H.R. Saura, F. Debasa, 
eds. Handbook of research on artificial 
intelligence in government practices and 
processes. New York: IGI Global, 2022, pp.1-
12. https://doi.org/10.4018/978-1-7998-9609-
8.ch001  

[7]. M. Murgia, “Overcoming AI ethics, towards AI 
realism”, AI and Ethics, 2024, pp. 1-6. 
https://doi.org/10.1007/s43681-024-00552-0  

[8]. S. Gupta, S. Bal, & M. Gupta, “Importance of 
artificial intelligence in achieving SDGs in 
India”, International Journal of Built 
Environment and Sustainability, Vol. 11, 2024, 
pp. 1-26. 
https://doi.org/10.11113/ijbes.v11.n2.1193  

[9]. P. Henman “Just AI: Using socio-legal studies 
of fairness to inform ethical AI in government”, 
In: S. Cowan, S. Halliday, eds. Socio-legal 

generation: Essays in honour of Michael Adler. 
Cham: Springer Nature Switzerland, 2024, pp. 
37-54. https://doi.org/10.1007/978-3-031-
67244-6_3  

[10]. V. Capraro, A. Lentsch, D. Acemoglu, S. 
Akgun, A. Akhmedova, E. Bilancini, J.-F. 
Bonnefon, P. Brañas-Garza, L. Butera, K. 
Douglas,  J. Everett, G. Gigerenzer, D. 
Hashimoto, J. Holt-Lunstad, J. Jetten, S. 
Johnson, W. Kunz, C. Longoni, & R. Viale, 
“The impact of generative artificial intelligence 
on socioeconomic inequalities and policy 
making”, PNAS Nexus, Vol. 3, 2024, pp. 1-18. 
https://doi.org/10.1093/pnasnexus/pgae191  

[11]. S. Aaronson, “The age of AI nationalism and its 
effects”, Preprint, 2024, 44 p. 
https://doi.org/10.31235/osf.io/uyegs  

[12]. F. Ezeugwa, O. Olaniyi, J. Ugonnia, A. 
Arigbabu, & P. Joeaneke, “Artificial 
intelligence, big data, and cloud infrastructures 
policy recommendations for enhancing 
women's participation in the tech-driven 
economy”, Journal of Engineering Research 
and Reports, Vol. 26, 2024, pp. 1-16. 
https://doi.org/10.9734/jerr/2024/v26i61158  

[13]. G. Noto La Diega, & L. Bezerra, “Can there be 
responsible AI without AI liability? 
Incentivizing generative AI safety through ex-
post tort liability under the EU AI liability 
directive”, International Journal of Law and 
Information Technology, Vol. 32, 2024, p. 21. 
https://doi.org/10.1093/ijlit/eaae021  

[14]. V. Capraro, R. Di Paolo, M. Perc, & V. Pizziol, 
“Language-based game theory in the age of 
artificial intelligence”, Journal of the Royal 
Society, Interface, Vol. 21, 2024, pp. 1-9. 
https://doi.org/10.1098/rsif.2023.0720  

[15]. G. Toal, “Grounding geopolitics”, In: Oceans 
rise empires fall: Why geopolitics hastens 
climate catastrophe. New York: Oxford 
Academy, 2024, pp.49-74. 
https://doi.org/10.1093/oso/9780197693261.00
3.0003 

[16]. A. Finlan, “A fertile soil for AI? Defense AI in 
Sweden”, In: H. Borchert, T. Schütz, J. 
Verbovszky, eds. The very long game. 
Contributions to security and defence studies. 
Cham: Springer, 2024, pp.107-126. 
https://doi.org/10.1007/978-3-031-58649-1_5  

[17]. M. Al Lily, “The AI president: a country 
governed by artificial intelligence”, Foresight, 
2024,  pp. 1-15. https://doi.org/10.1108/FS-04-
2023-0059  



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2253 

 

[18]. C. Sunstein, “The use of algorithms in society”, 
The Review of Austrian Economics, Vol. 37, 
No. 4, 2023, pp. 399-420. 
https://doi.org/10.1007/s11138-023-00625-z  

[19]. D. Golpayegani, I. Hupont Torres, C. Panigutti, 
H. Pandit, S. Schade, D. O’Sullivan, & D. 
Lewis, “AI cards: Towards an applied 
framework for machine-readable AI and risk 
documentation inspired by the EU AI Act”, In: 
M. Jensen, C. Lauradoux, K. Rannenberg, 
eds. Privacy technologies and policy. APF 
2024. Lecture notes in computer science. Cham:  
Springer, 2024, pp. 48-72. 
https://doi.org/10.1007/978-3-031-68024-3_3  

[20]. D. Fernández-Llorca, E. Gómez, I. Sanchez, & 
G. Mazzini, “An interdisciplinary account of 
the terminological choices by EU policymakers 
ahead of the final agreement on the AI Act: AI 
system, general purpose AI system, foundation 
model, and generative AI”, Artificial 
Intelligence and Law, 2024, pp. 1-14. 
https://doi.org/10.1007/s10506-024-09412-y  

[21]. T. Karathanasis, “Defining AI systems in the 
EU and beyond: Assessing the global outreach 
of the AI act’s norms”, Computer Law Review 
International, Vol. 25, 2024, pp. 104-114. 
https://doi.org/10.9785/cri-2024-250402  

[22]. T. Hubanova, R. Shchokin, O. Hubanov, V. 
Antonov, P. Slobodianiuk & S. Podolyaka, 
“Information technologies in improving crime 
prevention mechanisms in the border regions of 
southern Ukraine”, Journal of Information 
Technology Management, Vol. 13, 2021, pp. 
75-90. 
https://doi.org/10.22059/JITM.2021.80738   

[23]. P. Kulikov, O. Aziukovskyi, O. Vahonova, O. 
Bondar, L. Akimova, & O. Akimov, “Post-war 
economy of Ukraine: Innovation and 
investment development project”, Economic 
Affairs, Vol. 67, No. 5, 2022, pp. 943-959. 
https://doi.org/10.46852/0424-2513.5.2022.30   

[24]. T. Miller, “Markov Decision processes”, July 
19, 2024.  URL:  
https://uq.pressbooks.pub/mastering-
reinforcement-learning/chapter/markov-
decision-processes/ (25 October 2024). 

[25]. Nash Equilibrium, November 22, 2024. 
URL: https://corporatefinanceinstitute.com/res
ources/economics/nash-equilibrium-game-
theory/ (25 October 2024). 

[26]. J. Khan, “OXGS Report. Navigating geopolitics 
in AI governance”, April 12, 2024. URL: 
https://oxgs.org/2024/04/08/oxgs-report-

navigating-geopolitics-in-ai-governance/ (25 
October 2024). 

[27]. M. Gerlich, “Brace for Impact: Facing the AI 
revolution and geopolitical shifts in a future 
societal scenario for 2025–2040”, Societies, 
Vol. 14, No. 9, 2024, p. 180. 
https://doi.org/10.3390/soc14090180 

[28]. U. B. Gezgin, “AI Literacy A Practical 
Exploration”, 17th Ejons International 
Congress “Artificial Intelligence and Society 
from Theory to Practice”, Konya, Turkey, 
August 21-22, 2024,  7 p. URL: 
https://www.researchgate.net/publication/3840
54403_AI_Literacy_-
_A_Practical_Exploration (25 October 2024) 

[29]. Shikhar, & J. Teckchandani, “AI in 
international politics”, International Journal 
for Research in Applied Science and 
Engineering Technology, Vol. 12, 2024, pp. 
810-815. 
https://doi.org/10.22214/ijraset.2024.58934  

[30]. I. Ulnicane, “Governance fix? Power and 
politics in controversies about governing 
generative AI”, Policy and Society, Vol. 22, 
2024, pp. 1-15. 
https://doi.org/10.1093/polsoc/puae022  

[31]. K. Kouroupis, “AI and politics: ensuring or 
threatening democracy?”, Juridical Tribune, 
Vol. 13, 2024, pp.  575-587. 
https://doi.org/10.24818/TBJ/2023/13/4.05  

[32]. E. Best, P. Robles, & D. Mallinson, “The future 
of AI politics, policy, and business”, Business 
and Politics, Vol. 26, 2024, pp. 1-9. 
https://doi.org/10.1017/bap.2024.6  

[33]. L. Jafarova, “Political institutions in times of 
AI, and ethical aspects of the digitalization in 
politics”, Polish Political Science Review, Vol. 
12,  2024, pp. 58-75. 
https://doi.org/10.2478/ppsr-2024-0004  

[34]. H. Adul-Ameer, & A. Al-Shybani, “Social 
justice from the perspective of geopolitics”, 
South Eastern European Journal of Public 
Health, 2024, pp. 320-330. 
https://doi.org/10.70135/seejph.vi.1072  

 
 
 
 
 
 
 
 



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2254 

 

Appendix A 
Questionnaire for an expert survey 
Topic: Geopolitical consequences of control over 

artificial intelligence (AI) technologies 
Objective: Assess the impact of control over AI on 

political stability, national security, and 
international relations. 

I. Use of AI in geopolitics 
1. How do you assess the main areas of use of AI in 

your country? 

 National security 

 Economic competition 

 Political control 

 International cooperation 
2. What area do you think is the most important for 

the application of AI in geopolitics? 

 National security 

 Economic competition 

 Political control 

 International cooperation 
3. Open question: What are the main challenges you 

see in using AI to strengthen national security? 
II. The impact of AI on international security 
4. How do you assess the threats posed by AI to 

international security? 

 Autonomous military systems 

 Cyber threats 

 Political manipulation 

 Discrimination 
5. In your opinion, what is the most dangerous threat 

to international stability? 

 Autonomous military systems 

 Cyber threats 

 Political manipulation 

 Discrimination 
6. Open question: How can AI affect the arms race 

between states? 
III. The impact of AI on political control 
7. How do you assess the role of AI in strengthening 

political control in authoritarian countries? 

 An important control tool 

 Used sparingly 

 Inefficient 

 Not used 

8. Do you think that AI can threaten democracy? 

 Yes, AI can limit democracy 

 Maybe, but the impact is limited 

 No, AI can strengthen democratic 
institutions 

 Difficult to answer 
9. Open question: What risks do you see in the use 

of AI for political manipulation? 
IV. Forecasts and scenarios of the impact of AI on 

geopolitics 
10. What scenario do you think is the most likely 

impact of AI on geopolitics? 
• Positive (cooperation between states, joint 

solutions to global problems) 
• Neutral (use of AI for national interests 

without significant changes in global 
politics) 

• Negative (escalation of conflicts because of 
technology race and abuse of AI) 

• Difficult to answer 
11. How do you assess the future pace of AI 

implementation in your country? 
• Rapid implementation within 5 years 
• Moderate implementation over 10 years 
• Slow implementation for more than 10 

years 
• Difficult to estimate 

12. Open question: What measures can be effective 
to reduce the risks of using AI in military 
technologies? 

V. Final questions 
13. How do you assess the level of preparedness of 

your country for global challenges related to the 
development of AI? 
• High level of preparedness 
• Medium level 
• Low level 
• Difficult to estimate 

14. Open question: What are your recommendations 
for international regulation of AI technologies 
to ensure stability and security? 
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Appendix B. Brief results of the survey in the form of a table 
The table with the results of the conducted expert survey 

Item 
No. 

Results 

1 

- 40% (National Security) 
- 30% (Economic competition) 
- 20% (Political control) 
- 10% (International cooperation) 

2 

- 50% (National Security) 
- 30% (Economic competition) 
- 10% (Political control) 
- 10% (International cooperation) 

3 

USA: “National security is key through the development of cyber defence.” 
Germany: “The biggest threat comes from the use of AI for armed conflicts.” 
UK: “Political control by AI is more common in authoritarian regimes.” 
“Cyber security and data security are the biggest challenges.” 
The Netherlands: “Autonomous systems create new risks in the military sphere.” 
Poland: “Control over AI in military technology requires global coordination.” 

4 

- 40% (Autonomous military systems) 
- 30% (Cyber threats) 
- 20% (Political manipulation) 
- 10% (Discrimination) 

5 

- 50% (Autonomous military systems) 
- 30% (Cyber threats) 
- 15% (Political manipulation) 
- 5% (Discrimination) 

6 

USA: “AI can manipulate elections through social networks.” 
Germany: “Political parties use AI for targeted propaganda.” 
UK: "AI can influence public opinion through automated news generation." 
Poland: “Political manipulation is becoming a serious problem in international politics.” 
The Netherlands: “Autonomous systems can destabilize regional conflicts.” 
USA: “The threat of using AI in cybercrime is growing.” 

7 

- 35% (Important control tool) 
- 40% (Used sparingly) 
- 20% (Inefficient) 
- 5% (Not used) 

8 

- 45% (AI can limit democracy) 
- 30% (Influence is limited) 
- 20% (AI can strengthen institutions) 
- 5% (Difficult to answer) 

9 
USA: AI threatens citizensэ privacy and freedom of speech. 
Germany: Authoritarian regimes use AI to suppress dissent. 
The Netherlands: AI can help to democratize if used right. 
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Item 
No. 

Results 

UK: “Political campaigns are increasingly using AI to monitor voter sentiment.” 
Poland: “AI helps strengthen authoritarian regimes by monitoring citizens.” 

10 

- 30% (Positive) 
- 50% (Neutral) 
- 15% (Negative) 
- 5% (Difficult to answer) 

11 

- 40% (Fast) 
- 35% (Moderate) 
- 15% (Slow) 
- 10% (Hard to estimate) 

12 

USA: “It is necessary to create international norms for the ethical AI use in military technologies.”
Germany: “It is necessary to ensure cooperation between countries to avoid a new arms race.” 
UK: “Global regulation is needed, which will set clear limits on the AI use for military purposes 

and guarantee international security.” 
The Netherlands: “International regulation is critical to prevent an arms race.” 
Poland: “Controlling AI in military technology requires global coordination.” 

13 

- 35% (High level) 
- 45% (Average level) 
- 15% (Low level) 
- 5% (Difficult to estimate) 

14 

USA: “International agreements are needed for the ethical use of AI, particularly for military 
purposes.” 

Germany: “It is necessary to create global standards to prevent abuse of AI technologies.” 
UK: “International rules should include not only a ban on autonomous weapons, but also data 

collection regulation.” 
Poland: “Political control by using AI is more common in authoritarian regimes.” 
The Netherlands: “If the international community can establish rules to control AI, it can promote 

cooperation.” 

 
 
 
 
 


