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ABSTRACT 

 
In the era of the digitalization of society, crimes against the will, honour, and dignity of a person, in 
particular cyberbullying, blackmail, and threats, are becoming increasingly common. These phenomena are 
becoming increasingly common due to the anonymity of online communication and the rapid dissemination 
of information. This creates new challenges for law enforcement agencies, requiring the implementation of 
innovative technologies, in particular artificial intelligence (AI), for their detection, prevention, and 
investigation. Artificial intelligence (AI) opens up opportunities for automated analysis of threatening 
messages and prediction of risks of aggressive behaviour. 
The research focuses on assessing the potential of AI in combating such crimes, analysing its effectiveness, 
and identifying the limitations of technology use in law enforcement practice. The study evaluates the 
effectiveness of AI algorithms for detecting cyber threats and identifies their key limitations. The aim of the 
study is to assess the effectiveness of AI algorithms for automated detection of threatening messages, 
prediction of risks of criminal behaviour compared to traditional methods. 
The study employed the following methods: text data analysis using natural language processing (NLP), 
behavioural pattern modelling to predict risks, and surveys of human rights defenders and lawyers to study 
their attitudes towards AI in combating crime. The methods used include text data analysis, behavioural 
pattern modelling, and a sociological survey of human rights activists regarding their attitudes towards AI. 
The results showed that AI algorithms demonstrate high accuracy rates in detecting cyber threats, 
outperforming traditional methods in terms of speed and scalability. NLP algorithms achieved 85% 
accuracy compared to 75% in manual moderator analysis, confirming their effectiveness. At the same time, 
a survey of specialists revealed a number of ethical and legal limitations in the implementation of these 
technologies, in particular, 60% of respondents indicated the need for strict regulation of AI, and 35% 
emphasized the risk of false accusations. 
The academic novelty of the study is the interdisciplinary approach that integrates technological analysis 
with legal aspects to assess the effectiveness of AI, but also to identify obstacles to its practical application. 
The novelty of the study lies in combining the analysis of the effectiveness of AI with an assessment of the 
possibilities of its actual use in the fight against cyber threats. Further research should focus on adapting 
algorithms to the changing conditions of the digital environment and developing regulatory mechanisms for 
their implementation in compliance with human rights. Further research should improve AI algorithms and 
reduce the false positive rate. 
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1. INTRODUCTION  
 

The modern digital era brings both 
significant benefits and serious challenges. Crimes 
against the will, honour, and dignity of a person, 
such as cyberbullying, blackmail and threats, are 
becoming more widespread because of the 
anonymity of the network. This requires new 
approaches to protecting society. Previous studies 
[2,3] have focused on the effectiveness of AI in 
detecting threatening messages but have rarely 
considered them in conjunction with behavioural 
models, creating a research gap regarding their 
integration into criminological analysis [4]. 

AI opens up unique opportunities to 
counter such threats through the analysis of large 
data volumes and risk prediction. For example, 
NLP algorithms detect signs of threats in texts, and 
risk prediction models estimate the likelihood of 
criminal acts [1]. At the same time, modern 
research [5] emphasizes that the effectiveness of 
such algorithms depends not only on their accuracy 
but also on the social and legal context, which 
requires further study. 

At the same time, there are some 
challenges related to data privacy, ethical 
application, and technical limitations of AI. The 
lack of a clear regulatory framework also 
complicates the implementation of these 
technologies. Since legal mechanisms do not 
always keep up with the dynamics of cybercrime, 
automated methods can become key in the 
preventive control of digital threats [6]. 

Research into the effectiveness of AI in 
combating crimes against the will, honour, and 
dignity of a person is important for improving 
mechanisms for protecting human rights, analysing 
cyber threats and developing modern approaches to 
their neutralization. In this context, it is essential 
not only to deter cybercrime dynamics existing 
algorithms but also to analyse their practical 
application in law enforcement activities and their 
potential impact on digital security policy. 

The aim of the study is to determine the 
effectiveness of using AI in detecting, predicting 
and preventing crimes against the will, honour, and 
dignity of a person, as well as to analyse the legal 
and ethical barriers that complicate its 
implementation. 

Empirical objectives: 
1. Analyse the effectiveness of NLP 

algorithms in detecting threatening messages based 
on social media data. 

2. Assess the accuracy of models for 
predicting the risks of criminal behaviour based on 
behavioural data. 

3. Study the attitude of law specialists 
and law enforcement agencies towards the use of 
AI to combat crimes against the will, honour, and 
dignity of a person. 

 
2. LITERATURE REVIEW  

 

AI is increasingly being used to detect and 
combat crime, entailing debate among scholars 
about its effectiveness, ethics, and legal aspects. 
The introduction of these technologies has 
generated both approval and concern, leading to a 
variety of approaches to their research. 

Current research shows that the 
effectiveness of using artificial intelligence to 
detect crimes depends on the specifics of each 
country's legal system. Some authors point out that 
the regulation of algorithmic justice has not yet 
been formed at the proper level, which may cause 
disputes about its legitimacy. 

Rimo [2] analyses the trend towards the 
increasing criminalisation of prior acts in Spanish 
criminal law, highlighting that early intervention in 
crimes thanks to AI can contribute to the prevention 
of offences. However, the author also notes the 
risks associated with restricting an individual’s 
rights based on suspicion through algorithmic 
analysis. 

This issue is relevant for the Spanish legal 
system and other countries that implement 
preventive justice systems. Automated detection of 
suspicious actions can lead to undue restrictions on 
human rights, raising questions about the balance 
between crime prevention and respect for the 
principle of the presumption of innocence. 

Jin and Salehi [3] support this point by 
drawing attention to the difficulties faced by public 
defenders trying to review AI decisions during legal 
procedure. They note that the lack of transparency 
in the operation of algorithms makes their legal 
assessment difficult. 

In addition, the lack of access to the AI 
decision-making mechanism creates significant 
risks for legal proceedings. Human rights activists 
and lawyers emphasize the need to increase 
algorithm transparency to avoid situations where AI 
makes decisions that cannot be challenged due to 
the lack of access to its logic. 

A study by [4] focuses on public 
perceptions of the use of AI, particularly in 
healthcare. Although this area does not directly 
belong to the domain of criminal law, their findings 
on the importance of transparency and trust in AI 
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are relevant to the broader context. Meanwhile, 
Kieslich and Lünich [5] examine public opinion on 
the regulation of AI for biometric identification. 
They point to a high demand for audit and 
registration of databases, which could form the 
basis for regulation in criminal law. 

In the context of criminal law, these 
studies show that the implementation of AI in the 
security sector must consider its technical 
capabilities and the level of public trust. If citizens 
doubt the reliability and impartiality of algorithms, 
their use may provoke public opposition. 

The researchers in [6] examine the overall 
impact of AI on crime, noting that its use opens up 
new opportunities for crime detection but also 
creates risks such as cybercrime or algorithmic 
discrimination. Their findings are partly in line with 
those of Hardy et al. [7], who deal with the use of 
AI for suicide prevention, which confirms the 
broader potential of the technology in risk 
prediction. 

Research suggests that AI can be an 
effective tool for detecting threats and predicting 
potential crimes. However, a critical issue is 
discrimination, where algorithms can show bias 
towards certain social groups, as evidenced by 
examples of algorithmic racism or social bias in 
justice systems. 

According to [8] focuses on the 
unreliability of AI in risk assessment systems, 
indicating that algorithms can lead to 
discriminatory decisions, especially against 
marginalized groups. This is consistent with the 
findings of Wang et al. [9], who examine 
algorithmic discrimination in the United States, 
emphasizing the need for its regulation to reduce 
bias. 

These findings indicate the need to 
develop mechanisms to control algorithmic 
decisions that avoid automated discrimination. The 
research also highlights the role of independent 
auditing and legal norms that can ensure the fair use 
of AI. 

Kopotun et al. [10] raise the issue of the 
possibility of perceiving AI as an agent of crime, 
using the example of American criminal law. This 
raises an interesting debate about liability in the 
event of criminal acts committed with the help of 
algorithms. At the same time, Adam et al. [11] 
emphasize the potential of AI in creating an open 
justice system, emphasizing the importance of 
transparency to ensure citizen trust. 

It is worth considering the liability issue in 
crimes committed using AI. Some authors suggest 
considering algorithms as a tool and a possible 

liability subject, which opens up new legal 
discussions. 

The study by [12] examines the impact of 
genetic factors in the context of medical research, 
which indicates the importance of an 
interdisciplinary approach to data analysis. 
Although this issue is mainly related to the medical 
field, the methods used to identify links between 
genetic data and risks can find application in 
criminal analysis, especially in risk prediction. 

In this context, criminal analysis can use 
similar approaches to assess the risks of criminal 
behaviour based on the study of social network 
users' behavioural patterns. 

The researchers in [13] study the use of 
information technology (IT) to improve crime 
prevention mechanisms in the border regions of 
southern Ukraine. The authors note that the 
implementation of innovative approaches, in 
particular the use of digital platforms for data 
collection and analysis, contributes to a prompt 
response to potential threats. This idea has 
something in common with the use of AI for text 
and behavioural analysis in our research. However, 
unlike our focus on threats in the digital 
environment, their research is more focused on 
physical security in border regions. 

The application of AI in the context of 
information security can also contribute to 
increasing the effectiveness of preventing crimes in 
the digital space. However, the effectiveness of 
such systems largely depends on the level of 
cooperation between public and private structures 
and on regulatory support. 

Kortukova et al. [14] analyse the features 
of the legal regulation of temporary protection in 
the European Union (EU) in the context of Russian 
aggression against Ukraine. The study emphasizes 
the importance of ensuring human rights and the 
use of legal mechanisms in crisis situations. 
Although this study focuses on regulatory and legal 
aspects, it emphasizes the relevance of integrating 
innovative technologies for effective crisis 
management, which can also be considered as a 
complement to our analysis of the ethics and 
regulatory regulation of AI. 

These studies point to the importance of 
combining legal mechanisms and technological 
solutions to ensure adequate protection of human 
rights. Integrating AI into human rights protection 
and law enforcement should be accompanied by 
clear ethical standards to avoid abuses and maintain 
citizens' trust in the justice system. 
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3. METHODS AND MATERIALS 
 
The study was conducted in three stages to 

analyse the effectiveness of AI in combating crimes 
against freedom, honour, and dignity of a person. 
The first stage included a theoretical analysis of 
modern approaches to the AI use, in particular, NLP 
algorithms and behavioural pattern models for risk 
prediction. 

At this stage, alternative approaches to text 
data analysis and risk prediction were also 
considered. Other NLP algorithms were considered, 
including BERT and GPT, but due to computational 
resource requirements, spaCy and NLTK were 
chosen. Several machine learning algorithms were 
analyzed for behavioural pattern modelling. 
Decision Trees, Random Forests, and SVM were 
selected due to their high interpretability and 
efficiency in working with small samples. 

The second stage included data collection 
and systematization: texts of threatening messages 
from social networks (Facebook, Instagram, Reddit, 
Twitter), behavioural data for risk modelling, and 
responses from 20 surveyed human rights 
defenders. 

Data collection was conducted exclusively 
from open sources, which meets ethical research 
standards. All text messages were obtained from 
publicly available posts and discussions, and only 
profiles whose owners had permitted their activity 
to be analyzed as part of community monitoring 
initiatives were used to collect behavioural data. 

The third stage consisted of quantitative 
and qualitative analysis. NLP algorithms analysed 
texts, machine learning (ML) models assessed 
behavioural risks, and survey results were used to 
determine human rights defenders’ attitudes toward 
AI. 

It is important to note that the analysis 
methods used have certain limitations. In particular, 
NLP algorithms may demonstrate reduced accuracy 
in cases of hidden threats or non-standard language 
constructs, and machine learning is limited by the 
source data quality and possible sampling biases. In 
addition, the sociological survey was conducted 
among 20 respondents, which is a relatively small 
sample but allows for expert assessments of 
representatives of the human rights community. 
3.1. Methods 

The study employed the following 
methods: 

- text data analysis using NLP – NLP 
algorithms helped to automatically detect keywords 
and phrases indicating threats, blackmail or 

cyberbullying, as well as classify texts by threat 
level (low, medium, high); 

- behavioural pattern modelling – the risks 
of criminal behaviour by analysing trends in user 
behaviour on social networks were predicted using 
ML algorithms; 

- sociological survey of human rights 
defenders – an online survey of 20 human rights 
defenders was conducted via Google Forms for 
collecting data on their attitude towards the use of 
AI, ethical aspects, as well as advantages and 
disadvantages of such technologies. 

In addition to the methods listed, the study 
considered the possibility of using combined 
approaches, particularly integrating natural 
language processing methods with more complex 
self-learning models (e.g., BERT transformers). 
However, classical NLP approaches combined with 
machine learning were chosen to ensure the results' 
interpretability and optimal performance. 

 
3.2. Sample 

Three main blocks of data were collected 
for the study: 

1. Text data – 500 threatening messages 
obtained from open sources: social networks 
Facebook, Instagram, Reddit public forums and 
Twitter microblogs. Keywords and phrases that 
potentially indicate aggressive content were used to 
select texts, such as “threat”, “blackmail”, “you will 
regret it”, etc. 

Semantic analysis and automatic extraction 
of texts containing keywords were used to select 
messages. However, it is worth noting that a 
specific part of aggressive content may remain 
unnoticed due to the peculiarities of filtering 
algorithms and user language structure changes to 
bypass automatic control systems. 

2. Behavioural data – information about 
the online activity of 100 anonymized users who 
demonstrate risky behaviour patterns. This data was 
collected with the users’ consent as part of public 
monitoring initiatives. 

Behavioural pattern data was obtained 
with user consent and anonymized before analysis. 
A sample of 100 profiles was formed to ensure 
representativeness and coverage of different types 
of social activity, allowing for assessing risk 
behaviour patterns in a broad context. 

3. Human rights defenders – a sample 
of 20 people involved in an online survey. The 
respondents were selected from about 100 human 
rights defenders through professional networks, 
including LinkedIn and specialized associations. A 
targeted approach was used for selection, taking 
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into account experience in the field of digital law 
enforcement for over three years and participation 
in the investigation of crimes in the digital 
environment. 

The number of respondents, 20, was 
determined based on an expert selection criterion, 
which ensures a qualitative analysis of their 
assessments. The study involved human rights 
defenders with at least three years of experience 
working with digital threats, increasing the results' 
validity. 

The amount of text and behavioural data 
was selected taking into account the need to ensure 
statistical reliability of the results. The sample of 
human rights defenders was formed to obtain expert 
assessments of the AI use. 

It is essential to consider that sample size 
may affect the generalizability of results, so further 
research may focus on expanding the data volume 
and involving a more significant number of 
respondents. 

 
3.3. Tools 

The following tools were used for the 
study: 

- Google Colab – to perform text data 
analysis using NLP libraries (spaCy, NLTK). 

- Scikit-learn – to simulate behavioural 
patterns. 

- Google Forms – to conduct a survey of 
human rights defenders. 

- SPSS – to process and analyse survey 
results. 

SpaCy and NLTK libraries were chosen 
for text data analysis because they provide 
flexibility in semantic text analysis and allow 
efficient work with large data sets. Machine 
learning algorithms were implemented using Scikit-
learn, which allowed for comparing different 
approaches to behavioural risk modelling. 

The use of these tools ensured the 
integration of qualitative and quantitative 
approaches, which allowed obtaining accurate and 
reliable results. 

Using a comprehensive approach to data 
analysis allowed us to obtain results with a high 
level of reliability. However, it is necessary to 
consider that possible errors in determining risks 
may be associated with the peculiarities of natural 
language processing and the limitations of the 
selected algorithms. 
 
4. RESULTS 

 
To achieve the goal of the study, the 

collected text data was analysed, which has a 
heterogeneous structure: from short, concise 
messages on Twitter to detailed and emotionally 
rich texts on Reddit. The analysis of this sample 
makes it possible to study how aggressive content 
manifests itself in different formats and 
environments. This provides gain deeper insights 
into the types of threats and ways to identify them. 

Textual data analysis reveals that the 
nature of threatening content depends on the 
platform. Short ultimatums or sarcastic threats are 
most common on Twitter due to message length 
limitations. At the same time, Reddit allows users 
to post longer texts, which facilitates a detailed 
presentation of threatening intentions or 
manipulative strategies of psychological pressure. 
Similar differences between platforms have been 
noted in previous studies, confirming the 
importance of analyzing the social context for 
detecting digital threats. 

Table 1 shows the number of messages 
collected from each platform, as well as their 
percentage contribution to the total sample. 

Table 1: The Number Of Messages Collected By Platform  

Platform Number of messages Percentage (%) 
Facebook 200 40 
Instagram 100 20 

Reddit 120 24 
Twitter 80 16 

Source: developed by the authors based on the results of their own research. 

 
The text data collected in the study were 

classified into four main types of threatening 
messages: explicit threats, implicit threats, 
blackmail, and cyberbullying. The classification 
was based on semantic analysis of the content of 
the texts using predefined criteria. 

Their frequency explains the choice of 
these four categories in previous studies of 
threatening content and their importance for 
automated analysis. Explicit threats are often direct 
statements that intend to cause harm, making them 
easy for NLP algorithms to detect. Latent (hidden) 
threats, on the other hand, have an indirect form 
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and depend on the context, which creates 
difficulties for automated analysis. For example, 
phrases like “Remember what happened to others” 
or “I would think twice if I were you” may not 
contain an explicit threat but, in a particular 
context, are interpreted as manipulative pressure. 

Explicit threats include messages that 
contain an immediate threat of physical or 
psychological harm, such as: “I will find you” or 
“You will regret doing this.” Latent threats are less 
obvious, but can be perceived as a hint of danger, 
for example: “Think twice before doing this.” 
Blackmail involves pressure or demand, backed up 
by a threat to disclose information or damage 
reputation: “If you don’t do this, I will tell 
everyone.” Cyberbullying encompasses systematic 
harassment and humiliation directed at the victim 
using text messages. 

The classification of threatening messages 
is not always unambiguous, as some messages 
could combine several types of threats, for 
example, latent threats combined with elements of 
blackmail. This required additional verification of 
the accuracy of the distribution by category and 
analysis of possible classification errors. 

Figure 1 presents the distribution of types 
of threatening messages in the sample. 

 

 
Figure 1: Distribution Of Types Of Threatening 

Messages In The Sample 
Source: Developed By The Authors Based On The Results 

Of Their Own Research 

The analysis of 500 messages revealed that 
overt threats made up the largest proportion of the 
sample (40%), while cyberbullying was the second 
most common type of threat (30%). Covert threats 
made up 20%, and blackmail was the smallest 
(10%). These results suggest that overt and 

systematic forms of aggression are the most 
common in the selected environment. 

Explicit threats dominate other messages 
because they are the easiest to express in text form 
and do not require additional conditions, such as 
blackmail, which usually requires compromising 
information. Cyberbullying also occupies a 
significant share of the sample because the online 
environment often promotes anonymity, which, in 
turn, lowers social barriers to aggressive behaviour. 

The analysis of text data also allowed us to 
identify the most frequently used words and phrases 
that are often found in threatening messages. These 
keywords are markers of aggression and threats 
used for psychological pressure or intimidation. 
The most common expressions are “threat”, “you’ll 
regret it”, “I’ll tell everything”, “Do it differently.” 

Analysis of platforms revealed differences 
like threatening content. Facebook and Reddit 
showed the highest frequency of aggressive 
language use, which may be because these 
platforms are widely used for discussions and 
debates, where conflicts often arise. With its limited 
message length, Twitter is more conducive to 
emotional, concise threats, while Instagram is 
focused on visual content, and media files often 
accompany threats. 

The frequency of their use varies 
depending on the platform. For example, the words 
“threat” and “you’ll regret it” were most often 
found in messages from Facebook and Reddit, 
which indicates the more aggressive nature of 
discussions on these platforms. The expression “I’ll 
tell everything” was more popular on Twitter, 
where messages are usually short and emotionally 
charged, while “Do it differently” was more 
common on Instagram, where this expression 
accompanied visual content. 

It is worth noting that the frequency of 
certain words can vary depending on their specific 
context. While some words are clear markers of 
threat, their exact meaning and level of aggression 
depend on how they were written and the tone of 
the discussion. 

Table 2 shows the top 10 keywords and 
phrases that were most often found in messages, 
indicating their frequency and the platform on 
which they were most often used. 

Table 2: Top 10 Keywords And Phrases In Threatening Messages 

Key word/phrase Frequency of use The highest frequency platform 
threat 50 Facebook 

You will regret it 45 Reddit 
I will tell everything 30 Twitter 
Do it differently 25 Instagram 
think twice 20 Facebook 
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I know your place 15 Reddit 
you will not hide anymore 15 Instagram 
it will end badly 10 Twitter 
we will find you 10 Facebook 
you are in trouble 5 Reddit 

Source: Developed By The Authors Based On The Results Of Their Own Research 

The analysis of the effectiveness of natural 
language processing (NLP) algorithms in the study 
was carried out by comparing the results of 
automated text analysis with the results of manual 
analysis performed by moderators. The NLP 
algorithms automatically processed 500 collected 
messages, classifying them by threat level. The 
moderators, in turn, performed a manual assessment 
using the same classification criteria. 

Analysis of the results of NLP algorithms 
showed that although their accuracy is high (85%), 
they still make a significant number of errors, 
particularly in cases where the threat is veiled or 
contains specific language constructs. Although 
manual analysis demonstrates higher accuracy 
(95%), it requires significant human resources, 
which limits its application in large-scale studies. 

The results showed that the accuracy of the 
NLP algorithms was 85%, while the manual 
analysis provided an accuracy of 95%. The errors 
of the algorithms were divided into two main 
categories: false positives (when a neutral message 
is mistakenly classified as threatening) and false 
negatives (when a threatening message was not 
identified). False positives in the NLP work were 
10%, while false negatives were 5%. 

The main reason for errors is that 
algorithms can misinterpret context, especially in 
sarcastic statements or implicit threats. For 
example, the statement "Yes, of course, I'll 'find' 
you..." may not be perceived as a threat by the 
algorithm due to the lack of explicit threatening 
markers, although such context would be evident to 
a human. 

Table 3 presents a comparison of the 
accuracy of text analysis performed by the NLP 
algorithms and moderators. 

Table 3: Comparison Of The Accuracy Of NLP Analysis 
And Manual Moderator 

Method Accuracy 
(%) 

False 
positives (%) 

False 
negatives (%) 

NLP 
analysis 

85 10 5 

Manual 
analysis 

95 3 2 

Source: Developed By The Authors Based On The Results 
Of Their Own Research 

The results indicate that NLP algorithms 
have significant potential for automating the 

analysis of threatening content, but their accuracy 
needs to be improved to minimize 
misclassifications. Combining such algorithms with 
manual analysis can provide a more effective 
approach to detecting threats in large volumes of 
text data. 

Despite the significant potential of NLP 
algorithms in threat detection, their effectiveness 
depends on the accuracy of identifying threatening 
messages. Using such technologies in law 
enforcement requires additional testing and 
adaptation to real-world scenarios to avoid 
misclassification risks. 

ML algorithms such as Decision Trees, 
Random Forest, and SVM were used to analyse 
behavioural patterns. They identified dependencies 
between users’ behavioural characteristics and 
potential risks of aggressive or criminal behaviour. 

Machine learning algorithms have revealed 
correlations between users' behavioural 
characteristics and possible aggressive or criminal 
behaviour risks. In particular, the analysis showed 
that certain communication features, such as the 
frequency of use of aggressive language or active 
participation in conflict discussions, can indicate 
increased risk. 

The data from 100 anonymized profiles 
from Facebook, Instagram, Reddit, and Twitter 
provided a wide range of information on 
publication frequency, use of aggressive language, 
and participation in conflict discussions, which was 
used to train the algorithms. 

The sample of 100 anonymized profiles 
was formed to cover users from different social 
networks, giving us a broader picture of 
behavioural patterns. However, this sample may not 
reflect the full range of possible behavioural 
scenarios since individual communication 
characteristics can vary significantly depending on 
the context and social environment. 

Table 4 lists the sources and key 
characteristics of the data that were used to model 
behavioural patterns. 
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Table 4: Data Sources And Structure For Modelling 

Data 
source 

Number of 
profiles 

Key indicators 

Facebook 30 Likes, comments, post 
frequency 

Instagram 20 Likes, photo captions 
Reddit 30 Discussion topics, replies 
Twitter 20 Tweets, replies 

Source: Developed By The Authors Based On The Results 
Of Their Own Research 

The data were collected from various 
sources in order to identify behavioural patterns and 
assess the accuracy of the modelling. The 
algorithms took into account both simple and 
complex dependencies between variables. 

Algorithms were used for modelling that 
allows for direct correlations between behavioural 
traits and more complex dependencies. However, 
the accuracy of the analysis depends on the context 
of the messages since the exact words can have 
different meanings depending on the situation. 

Key trends indicating a tendency to 
aggressive or potentially criminal activity include 
frequent use of aggressive language, participation 
in conflict discussions, and publication of 
provocative content. These patterns have become 
the main indicators of risk. 

The main signs of risky behaviour were 
the frequent use of aggressive language, 
involvement in conflict discussions, and publication 
of content that could provoke hostility. However, 
such indicators do not always indicate real threats, 
as some users may use a conflict communication 
style without intending to commit offences. 

Additional indicators include regular 
arguments, a hostile tone of messages, and 
rhetorical questions with a threatening subtext, such 
as: “Do you think I'm just going to leave this like 
that?” or “What will you do when everyone finds 
out?”. These markers effectively detect aggressive 
communication. 

Additional characteristics that may 
indicate risky behaviour include regular arguments, 
a hostile tone of messages, and rhetorical questions 
with a hidden hint of threat. For example, phrases 
like “Do you think I’m just going to leave it like 
this?” or “What will you do when everyone finds 
out?” can be used as markers of aggressive 
communication. However, their interpretation 
depends on the overall context of the dialogue, 
which creates specific difficulties for automated 
analysis. 

Figure 2 presents the distribution of the 
main risk indicators in user profiles, which allows 
us to visualize the frequency of their appearance. 
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Figure 2: Distribution Of Key Risk Indicators In User 

Profiles 
Source: Developed By The Authors Based On The Results 

Of Their Own Research 

The analysis of these indicators showed 
their frequency among the 100 analysed profiles. 
The most common indicator was aggressive words, 
which were found in 50% of profiles. Provocative 
content ranked second (30%), while participation in 
conflicts was 20%. 

The accuracy of the modelling was 
assessed by comparing the predictions of ML 
algorithms (Decision Trees, Random Forest, SVM) 
with the actual user actions determined by 
moderators. The indicators of accuracy (Precision), 
completeness (Recall) and F1-Score helped to 
assess the ability of the algorithms to correctly 
identify risks. Decision Trees provided an accuracy 
of 75%, Random Forest – 85%, and SVM – 90%, 
demonstrating the best results in complex cases. 

Table 5 presents the results of evaluating 
the effectiveness of the three algorithms by the 
main metrics. 

Table 5. Evaluation Of The Effectiveness Of Behaviour 
Modelling Algorithms 

Algorithm Accuracy 
(%) 

Recall 
(%) 

F1-Score 
(%) 

Decision Trees 75 70 72 
Random Forest 85 80 82 
Support Vector 
Machine (SVM) 

90 85 87 

Source: Developed By The Authors Based On The Results 
Of Their Own Research 

The results show that Random Forest and 
SVM models provide high efficiency in risk 
detection, but require significant computing 
resources. Decision Trees are a simpler and faster 
option, but are inferior in terms of accuracy and 
reliability. 

Analysis of the results showed that the 
Random Forest and SVM algorithms demonstrate 
the highest efficiency in risk detection, but their use 
requires significant computational resources. In 
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contrast, the Decision Trees model is faster in 
execution but inferior in accuracy, especially in 
complex dependencies between variables. 
Additional analysis showed that the accuracy of the 
algorithms can vary depending on the input data 
type. For example, SVM turned out to be the most 
effective in recognizing latent threats, while 
Decision Trees cope better with classifying explicit 
threats. 

The results of the survey of human rights 
defenders showed a variety of views on the AI use 
in detecting crimes against the will, honour, and 
dignity of a person. 

The survey of human rights defenders 
showed a wide range of opinions on using AI to 
detect crimes against the person's will, honour and 
dignity. Although 50% of respondents fully support 
the use of AI, 30% express partial support, pointing 
to the risks of misuse of the technology. Among the 
main concerns, respondents noted the possibility of 
discrimination and bias in algorithms (45%), the 
threat to privacy (30%), and the lack of proper state 
regulation (25%). At the same time, 40% of those 
surveyed believe that AI can significantly speed up 
the process of analyzing threatening content and 
increase the efficiency of law enforcement 
agencies. 

Figure 3 presents the results of the survey 
of human rights defenders regarding their attitude 
to the AI use in detecting crimes. 

 

 
Figure 3: Attitudes Of Human Rights Defenders Towards 

The AI Use In Crime Detection 
Source: Developed By The Authors Based On The Results 

Of Their Own Research 

Human rights defenders’ attitudes towards 
the AI use in crime detection are mostly positive. 
Half of the respondents (50%) fully support the AI 
use, recognizing its ability to provide speed and 
efficiency of analysis. Another 30% partially 
support the implementation of these technologies, 

although they express some reservations about 
possible risks. A neutral attitude is observed among 
10% of participants, while another 10% oppose the 
use of AI because of the risks of human rights 
violations and potential abuses. 

The survey results showed a variety of 
opinions on the use of AI in detecting crimes 
against the will, honour, and dignity of a person. 
60% of respondents have experience in human 
rights protection for more than three years, and 
70% have encountered violations of rights in the 
digital environment, such as cyberbullying or 
blackmail. 

The advantages of AI include the speed of 
analysis (40%), accuracy in detecting threats (30%), 
and automation (20%). The main disadvantages 
were the possibility of errors (35%), risks to 
privacy (30%) and insufficient transparency of 
algorithms (20%). 

The assessments of the ethics of using AI 
were mixed: 60% supported it if it met the rules, 
20% linked acceptability to context, and 20% did 
not support its implementation. In general, 70% of 
respondents indicated the need for strict regulation, 
while 20% advocated for general ethical principles.  

Human rights defenders also proposed a 
number of measures to improve the effectiveness of 
AI. The need for training specialists (40%), 
improving algorithms (35%), and developing new 
ethical standards (25%) were the most frequently 
mentioned. This emphasizes the importance of 
combining technical improvements in technology 
with ensuring respect for human rights. 

In summary, human rights defenders' 
attitudes towards AI align with global trends. 
Similar studies indicate a high level of interest in 
implementing AI to combat online threats but also 
confirm the need for enhanced regulation. Thus, the 
results highlight the need to develop balanced 
approaches to using AI in the context of human 
rights protection. 

 
5. DISCUSSION 
 

The analysis found both confirmation and 
discrepancies with earlier studies, which reveals the 
potential and limitations of using AI in combating 
crimes against the will, honour, and dignity of a 
person. The evaluation results of artificial 
intelligence technologies' effectiveness confirm 
their high accuracy in detecting threatening content 
and predicting criminal behaviour. At the same 
time, the practical application of these technologies 
faces challenges, including ethical issues, 
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regulatory issues, and the accuracy of automated 
classification. 

According to [15], it is crucial to consider 
social and psychological contexts when 
implementing AI, especially in the field of mental 
health. This approach is consistent with findings 
suggesting that considering users’ behavioural and 
cultural characteristics contributes to more 
accurately identifying potential risks. At the same 
time, the findings indicate the need for additional 
verification mechanisms to minimize 
misclassifications. 

Wang and Ma [16] note that ML 
algorithms are effective in preventing public health 
crimes, emphasizing the importance of integrating 
technology into overall risk management strategies. 
Analysis of the algorithms' accuracy in predicting 
risks confirms these findings, but further 
improvement of AI models is necessary to adapt to 
different crime scenarios and reduce the likelihood 
of incorrect classification. 

Research by Saini and Kaur [17] highlights 
the efficiency of predictive analytics in identifying 
high-risk areas. While their work primarily focuses 
on spatial analysis, other sources indicate that the 
reliability of results depends not only on 
geographical data but also on textual and 
behavioural indicators. The results show that 
analysing behavioural patterns and user activity on 
social networks is essential for effective threat 
detection, confirming the significance of 
behavioural factors in risk prediction. 

The authors in [18] introduced the concept 
of an intelligent policing system based on large 
language models. This supports the conclusions 
regarding the effectiveness of NLP algorithms in 
identifying threatening messages. However, the 
adaptability of algorithms to context remains a key 
challenge. The results show that NLP models 
demonstrate high accuracy in classifying 
threatening messages. Still, the effectiveness of 
these algorithms largely depends on the linguistic 
features and communication practices of users of 
different platforms. 

Yen and Hung [19] emphasize the 
necessity of social justice and transparency in AI-
driven crime prediction. Comparing the obtained 
assessments with these conclusions confirms that 
the risks of algorithmic bias and the possibility of 
discrimination are serious challenges that require 
attention. A significant number of the respondents 
emphasize the need to improve legal regulation and 
ensure transparency of the work of algorithms, 
which emphasizes the relevance of developing 
ethical standards for using AI in law enforcement. 

Fors [20] draws attention to the risks of 
data manipulation and lack of transparency in 
algorithms, which is also reflected in many other 
studies. This emphasizes the importance of ethical 
regulation and adherence to standards in the 
development of AI systems. The results confirm the 
need to develop clear ethical standards for the use 
of AI, especially in the context of processing 
threatening content. The lack of transparency in 
algorithm operation can decrease trust both among 
users and within law enforcement practice. 

Catalina et al. [21] focus on public 
awareness of the use of AI in medical research. 
Their findings confirm that a lack of understanding 
of the principles of algorithmic work among the 
public can lead to mistrust, which is in line with 
common challenges in other fields, including 
human rights. These findings are consistent with the 
challenges of applying AI to digital security, where 
low awareness about how algorithms work can 
become a barrier to their implementation and 
legitimacy. 

The researchers in [22] examine the 
barriers and opportunities for the AI 
implementation in the medical field, emphasizing 
the importance of ensuring transparency and 
accountability of algorithms. These findings 
correlate with the general need for ethical 
regulation of the AI use, which has been noted by 
many authors. Similar challenges are observed in 
cyber threat detection, as insufficient accountability 
and the difficulty of verifying algorithm decisions 
can create risks of wrongful accusations or 
systematic errors in classification. 

Sapignoli [23] focus on the threats 
associated with global data governance, which 
often precedes regulatory action. This complements 
existing discussions on the need to develop 
international standards for the AI use in law 
enforcement. The lack of uniform international 
standards for the use of AI in the security sector 
creates additional risks, as confirmed by both 
empirical research and surveys of human rights 
activists, which indicate the need for strict 
regulation of algorithmic decisions in law 
enforcement. 

Woo et al. [24] compare approaches to 
regulating digital health technologies in the US and 
Korea, emphasizing the need to align local and 
international standards. Similar challenges arise in 
law enforcement technologies, where adapting 
algorithms to different legal systems is key. The 
data confirms that adapting AI to law enforcement 
mechanisms is complex, as it requires considering 
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legal, social, and ethical norms in each specific 
jurisdiction. 

Kavanagh et al. [25] examine the risks of 
violence in healthcare, analysing the potential 
benefits and drawbacks of using AI. The findings 
on the importance of rigorous testing of algorithms 
to avoid erroneous decisions can be extrapolated to 
the field of predicting criminal behaviour. 
Similarly, in combating crimes against the will, 
honour, and dignity of the individual, the need for 
careful verification of algorithms has been 
identified to avoid excessive reliance on automated 
decisions, especially in cases of high social 
significance. 

Bayerl et al. [26] conduct a cross-country 
comparison of AI strategies in law enforcement 
agencies in Greece, Italy, and Spain. Their results 
emphasize the importance of cultural context for 
the successful implementation of algorithms, which 
is also reflected in human rights practices. Cultural 
context analysis has also proven critical when 
studying the implementation of AI in law 
enforcement, as algorithms must consider the 
specifics of the communication environment to 
ensure their correct operation. 

Evans [27] analyses the legal aspects of AI 
use, emphasizing that medical algorithms often do 
not take into account complex social factors. This 
reminds us of the risks of a simplistic approach to 
implementing technologies in law enforcement, 
where consideration of individual circumstances is 
critical. The author points out that the problem of 
algorithm universality is also relevant in law 
enforcement since general automation without 
adaptation to specific conditions can reduce the 
effectiveness of technologies and cause additional 
legal risks. 

Malhotra and Misra [28] examine the issue 
of accountability of algorithms in decision-making, 
emphasizing the need for a clear regulatory 
framework. These findings are relevant to the field 
of crime prediction, where a lack of transparency in 
algorithms can lead to bias or discrimination. The 
results confirm the importance of developing 
regulations to regulate AI algorithms, as the lack of 
clear rules can contribute to bias and the risk of 
human rights violations during automated decision-
making. 

The researchers in [29] examine the issue 
of value alignment when designing forensic 
algorithms, emphasizing the importance of taking 
into account different cultural approaches. This is 
consistent with the need to adapt algorithms to 
different social contexts. It has been confirmed that 
AI algorithms' effectiveness largely depends on the 

social and cultural context. Algorithms that do not 
consider the peculiarities of linguistic 
communication and national traditions may 
demonstrate reduced accuracy and increased false 
positives. 

Srikanth and Sowmya [30] and Zhu and 
Zheng [30] analyse the impact of AI on the judicial 
system, emphasizing the need for clear rules for its 
implementation. Their conclusions emphasize that 
the use of such technologies requires a careful and 
balanced approach. Human rights activists also 
emphasize the need to develop specific protocols 
for using AI that are consistent with the conclusions 
about the need for a balance between automation 
and human control in judicial and law enforcement 
practice. 

In general, a comparison with other works 
shows that the AI use has significant potential in 
various areas, but requires careful regulation, taking 
into account the social context and ensuring 
transparency of algorithms. Various studies' 
analyses confirm that while AI can significantly 
improve the effectiveness of threat detection and 
prediction, its implementation must be 
accompanied by appropriate control mechanisms 
and adaptation to specific social realities. 

 
5.1. Limitations 

The study is limited by the availability of 
text data from social networks, which may affect 
the accuracy of modelling behavioural patterns. The 
limited number of respondents (20 human rights 
defenders) reduces the representativeness of the 
obtained results. Besides, only basic NLP 
algorithms were used without the use of more 
complex self-learning models, which could affect 
the accuracy of the analysis. 

Another limitation of the study is that the 
analysis of threatening messages was based on open 
sources, which means that some potentially 
important information may have remained 
unavailable due to users’ privacy settings or 
platform policies. In addition, the sample of human 
rights defenders, although formed from specialists 
working with digital threats, may not fully reflect 
the full range of opinions of the expert community. 
Using basic NLP algorithms without deep learning 
also creates the risk of insufficient adaptation of the 
models to more complex linguistic constructs and 
contextual features of threats. 

 
5.2. Recommendations 

For the effective implementation of AI in 
combating crimes against freedom, honour, and 
dignity, it is important to develop standardized 
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protocols that take into account ethical and legal 
aspects, and to establish international cooperation 
for data exchange between law enforcement 
agencies. It is recommended to create educational 
programmes for human rights defenders and law 
enforcement officers, as well as initiatives to raise 
public awareness of the possibilities and limitations 
of AI. 

Particular attention should be paid to 
creating comprehensive mechanisms for verifying 
decisions made by AI algorithms to prevent 
possible misclassifications or discrimination against 
certain groups of users. To increase the 
effectiveness of technologies, multi-level machine 
learning models should be expanded, allowing for 
better recognition of complex language patterns and 
the context of threats. It is also essential to regularly 
monitor the accuracy of AI and adapt the models to 
new challenges in the digital environment. It is 
recommended that the interdisciplinary approach 
that combines technical analysis with human rights 
and social aspects be strengthened to develop more 
effective methods for protecting users. 
 
6. CONCLUSIONS 

 
The results of the study demonstrate the 

significant potential of AI in combating crimes 
against the will, honour, and dignity of a person. 
NLP algorithms have shown high efficiency in 
identifying threatening messages, ensuring the 
accuracy of analysis even with large amounts of 
data. Modelling of behavioural patterns allowed to 
identify key risks, in particular the use of 
aggressive content and participation in conflict 
discussions, which can become the basis for 
predicting criminal behaviour. A sociological 
survey of human rights defenders confirmed the 
importance of ethical regulation and transparency 
during the implementation of AI, and also 
highlighted potential benefits, such as automation 
of routine processes and reducing the burden on the 
human factor. 

However, the results highlight the need to 
improve algorithms, especially in reducing false 
positives and considering the context of messages. 
Increasing the effectiveness of AI is possible 
through using complex deep learning models and 
adapting algorithms to users' linguistic and cultural 
characteristics. The issue of transparency of 
decision-making mechanisms by algorithms 
remains essential, and it requires the development 
of appropriate standards for evaluating and 
verifying the results of automated threat analysis. 

The academic novelty of the study is the 
integrated approach to analysing the effectiveness 
of AI, which combines text analysis, prediction of 
behavioural risks, and a sociological aspect. A 
feature of the study is the use of various social 
media platforms, which provide a broad context for 
analysis. 

The study's scientific novelty lies in its 
interdisciplinary approach, which combines natural 
language processing methods, behavioural 
modelling, and sociological analysis. This allows 
for a more comprehensive risk assessment and the 
integration of technological solutions into the 
broader context of human rights activities. 

The practical value of the research is the 
possibility of implementing the obtained results in 
law enforcement activities, in particular to increase 
the accuracy of threat detection and build early 
warning systems. The obtained data can be used to 
develop recommendations on the ethical use of AI, 
create regulations and educational programmes for 
human rights defenders and law enforcement 
officers. 

The practical value of the study lies in the 
possibility of using its findings to improve 
automated threat monitoring systems, as well as in 
the development of training programs for human 
rights defenders and law enforcement officers. The 
proposed approach can be adapted to different 
jurisdictions and applied in international practice to 
combat digital crimes. 
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