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ABSTRACT

Morpheme Mastery represents a groundbreaking advancement in Tamil Question Answering, introducing a
pioneering answer alignment technique that leverages Finite State Transducer (FST) technology to expertly
handle complex morphological structures, particularly nouns. This research contributes to the advancement
of IT in natural language processing by developing a novel approach that ensures precise analysis and
interpretation, enabling efficient and accurate processing. The significance of this research lies in its potential
to revolutionize computational linguistics and Tamil Question Answering, setting a new benchmark for
accuracy and efficiency. By incorporating novel steps such as stop words removal, Numeric Information
Extraction (NIE), and Temporal Entity Recognition (TER), Morpheme Mastery addresses a critical gap in
existing question answering systems. Our deliberate choice of a rule-based approach, rather than machine
learning alternatives, guarantees consistently high accuracy, a critical prerequisite for building a robust
computational language framework. Empirical results demonstrate the efficacy of our approach, yielding an
impressive 11.87% improvement in CHAII and 9.58% in SQuAD dataset efficiency. This significant
enhancement underscores Morpheme Mastery's potential to transform the landscape of Tamil Question
Answering and computational linguistics, enabling more accurate and efficient human-machine interaction.
Keywords: Answer Alignment, Tamil, Question Answering, Morpheme Analysis, Nanniil

1. INTRODUCTION have further propelled the field, paving the way for
more sophisticated conversational Al systems [1].

Question-answering (QA) systems have evolved
significantly, from simple information retrieval to
complex conversational AI. Comprehensive surveys
highlight the progression from single-turn to multi-
turn  QA, emphasizing the importance of
understanding context and engaging in dialogue [1].
QA systems typically comprise three core
components: question classification, information
retrieval, and answer extraction [2]. These systems
employ various representation levels, from basic
keyword searches to complex logical queries,
integrating natural language processing techniques
such as part-of-speech tagging and semantic role
labelling [3]. Community Question Answering
(CQA) platforms have emerged as popular Web 2.0
applications, harnessing collective intelligence to
address complex, subjective queries [4]. Recent
advancements in pre-trained language models and
the availability of large-scale, multi-turn QA datasets

Tamil question-answering (QA) systems face
significant challenges due to the language's inherent
complexity and limited resources. Tamil, as an
agglutinative language, forms words by combining
smaller units like roots, prefixes, and suffixes,
allowing a single word to express intricate meanings
through markers for tense, gender, mood, case, and
number. This rich linguistic structure, while enabling
nuanced expression, results in a vast number of
possible word forms, complicating computational
analysis. Verbs in Tamil, for example, exhibit
extensive inflection, encompassing tense, mood,
voice, and politeness, making accurate parsing and
analysis a demanding task for NLP models. These
structural intricacies are compounded by the scarcity
of standardized resources such as annotated corpora,
tokenizers, and morphological analyzers. [8] focused
on Tamil question classification using a Conditional
Random Field model based on morpheme features,
which discriminates the position of expected answer
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type information. The lack of high-quality Tamil QA
datasets further exacerbates the issue, forcing
researchers to explore alternatives like zero-shot
transfer, multilingual models, and dataset creation
through translation [7]. Despite these obstacles,
advancements have been made in Tamil NLP. For
instance, domain-specific QA [6] systems have been
developed using rule-based and machine-learning
techniques for Tamil history texts, achieving
promising results with models like XLM-RoBERTa
on extractive QA tasks [5]. However, challenges
remain, such as generating grammatically correct
and meaningful Tamil questions, with only 62.22%
meeting the required standards [6]. Named Entity
Recognition (NER), a critical component of QA
systems, adds another layer of complexity when
dealing with diverse web data sources.[10]

Morphological complexity poses significant
challenges for question-answering (QA) systems,
particularly in languages with rich morphology.
These complexities can exacerbate the lexical gap
between questions and answers [11]. To address this,
researchers have explored various morphological
resources and techniques. German, [12] developed a
QA system utilizing morphological transformations
to improve recall. In Arabic, the rich morphology
necessitates preprocessing for effective statistical
modelling [13]. French, [14] conducted a detailed
analysis of constructional morphology in QA,
creating an annotated corpus to evaluate
morphological resources and tools. [11] specifically
examined deverbal agent nouns in French QA.

Morphology, a fundamental branch of linguistics,
examines words' structure, formation, and internal
construction, focusing on components like roots,
stems, prefixes, suffixes, and inflectional patterns to
convey grammatical meanings such as tense,
number, gender, and case. This understanding is
crucial in linguistics and Natural Language
Processing (NLP), enabling deeper word-level
analysis and processing. Tamil, an agglutinative
Dravidian language with rich morphological
features, exemplifies the challenges and
opportunities in this field. Despite limited extensive
study, researchers have made significant strides in
Tamil morphological analysis using various
methods. Machine learning techniques have shown
promise, with [15] achieving 95.65% accuracy
through sequence labelling and kernel methods, and
[16] attaining 98.73% accuracy using support vector
machines with linguistic features. Rule-based
approaches have also proven effective, as
demonstrated by [18] in analyzing classical Tamil
texts. In the gynecology domain, [17] found a

paradigm-based finite state model to be the most
effective, achieving an accuracy of 0.96. However,
this rule-based approach to morphological analysis
can be limited by its dependence on a dictionary and
sequential rule application, making it vulnerable to
errors if a single rule fails. While the Machine
Learning (ML) approach mitigates the vulnerability
of cascaded rule failure inherent in rule-based
systems, it introduces a new dependency on corpora.
However, relying solely on corpora poses a
significant limitation, as they may not encompass an
exhaustive list of Tamil words, rendering them
incomplete and potentially inaccurate for
comprehensive language analysis.

Finite-state models have proven valuable in
natural language processing and question-answering
systems. They have been applied to question
classification, achieving high accuracy using trained
finite state machines (FSMs) with simple learning
approaches  [19]. In  parsing, finite-state
approximations  of  wide-coverage  parsers,
implemented as hidden Markov models, have been
used to improve efficiency [20]. Finite-state devices,
including automata, graphs, and transducers, have
applications in dictionary encoding, text processing,
and speech recognition [21]. In complex question
answering over knowledge bases, a state transition-
based approach has been proposed to translate
natural language questions into semantic query
graphs using primitive operations and learning-based
transitions [22]. These diverse applications
demonstrate the versatility and effectiveness of
finite-state models in handling various natural
language processing tasks, particularly in question-
answering systems.

The proposed Tamil QA system represents a
significant contribution to the field of Information
Technology, particularly in the development of
language technologies for low-resource languages.
By leveraging advanced natural language processing
techniques and finite-state transducer technology,
this research aims to push the boundaries of language
accessibility and usability, ultimately enhancing the
effectiveness of information dissemination and
retrieval for millions of Tamil speakers worldwide.

2. METHODOLOGY

Our system employs a multi-layered
validation framework, comprising four distinct
phases: preprocessing and three tiers of
scrutinization. The preprocessing phase initiates
with the removal of stop words, followed by
syntactic alignment verification to ensure semantic
consistency. This is followed by three scrutinization
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steps: Temporal Entity Recognition to identify and
contextualize  temporal  entities, = Numerical
Information Extraction to extract and process
numerical data, and Morphological structures,
ensuring linguistic Alignment to accuracy and
precision.

As shown in Figure 1, the crucial step in our
question answering framework involves
categorizing questions based on the presence of
specific question words. This categorization yields
three primary types: Temporal, Numerical, and Non-
Temporal Non-Numerical Questions. Temporal
questions, characterized by the presence of words
like "eriGung" [When] (eppdtu) or "eri@Qumips”
[When] (eppolutu) anticipate a date as the response.

Consequently, both the retrieved answer
and the dataset answer are aligned in the
standardized format "Month DD, YYYY."
Conversely, Numerical questions, marked by words
such as "6T§;§;6'076'0T" (ettanai) [How much] or
"6T65_IG)J6TT6).|" (evvalavu) [How much] expect a
value as the response, prompting the alignment of
answers in the "Number Units" format. All
remaining questions fall under the " Non-Temporal
Non-Numerical Questions" category, for which
morphological alignment is employed to check for
morpheme equivalence.

Processed Answer

Answers

® Preprocessing * Answer Equivalence

Check

Non-Temporal Non-
Numeric Question

* Morphological
Alignment

Numeric Question

* Numeric Information
Extraction

Figure 1. Architecture diagram

2.1 Preprocessing

The preprocessing stage involves two
pivotal operations: Stop Word Removal and
Syntactic Alignment Verification. The following
gives the detailed explanation about the same.
2.1.1. Stop word removal

The elimination of inconsequential words,
known as stop words, as shown in Table 1. is a
crucial step in optimizing text processing. These
ubiquitous words, such as Tamil equivalents of
"the", "and", “some”, “about” etc., do not contribute
substantially to the text's meaning. By removing
them, processing efficiency is significantly
enhanced. A comprehensive analysis revealed that
Tamil, like English, possesses its own set of stop
words that serve no functional purpose, and thus, are
systematically eliminated.
2.1.2. Syntactic alignment verification
The process commences with a thorough
examination of the answer to ascertain whether it
comprises exclusively numerical values. However, a
comprehensive analysis of the SQuAD dataset
uncovered 16 instances where numerical values
were erroneously distinguished due to discrepancies
in spacing and extraneous zeros. To rectify this
issue, we devised a robust normalization procedure
to ensure uniform numerical value representation,
thereby enhancing accuracy. The following table
illustrates a few exemplary instances of this
phenomenon. To verify the equivalence of numerical
values, a simple yet efficacious two-step approach is
employed:

Space Normalization: Extraneous spaces are
removed to ensure consistent formatting.

Value Normalization: The numerical value is
divided by 100 to facilitate accurate comparison.

Although these steps may seem elementary,
they prove to be highly effective in determining
equivalence between numerical values. A sample is
given in Table 2.

A series of Finite State Transducers (FSTs)
are utilized to accomplish tasks such as question
categorization, Temporal Entity Recognition, and
Numerical Information Extraction. To address
intricate details, Algorithm 1 is employed to
illustrate morpheme alignment.

2.2.  Question Categorization

To facilitate accurate answer alignment, the
initial step involves identifying the question type.
This is crucial, as the question type dictates the
anticipated pattern for the answers. Consequently,
question type analysis is performed based on the
presence of specific question words. As illustrated in
Figure 2, the presence of question words "eriGuimrgy"
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[When] (eppotu) or [When]
(eppolutu) indicates that the answer is expected to be
a date.

"er Qg

Temporal Question

O

Numeric Question

Others Non-Temporal

Non-Numerical Questions

Figure 2. Finite State Transducer for Question
categorization

2.2.1. Temporal question type

In temporal question case, the date format
is expected to conform to the pattern depicted in
Fig 3: Month DD, YYY'Y. This format comprises the

full month name, a two-digit date, and a four-digit
year representation.

Notably, the month can be expressed in
either English or Tamil, with the 12 possible months
listed in Fig 4. The Finite State Transducers (FSTs)
presented in Figures 5 and 6 demonstrate how two-
digit dates and  four-digit years are
recognized, respectively. While the expected answer
format typically consists of a numeric value, space,
and unit name, variations may exist in the dataset. In
such cases, as shown in Table 3 the retrieved answer
is predicted based on the available elements,
resulting in alternative patterns, such as: YYYY
(year only), Month YYYY (month and year), Month
DD (month and day). These variations ensure
flexibility in answer prediction, accommodating
diverse formats present in the dataset

Table 1 Stop word removal

At what point did wort turn into beer in the meadow?

Question Answer in dataset Answer
Oser Gamilw KPA @4 gresrialedenev eraiin
&xmsm.m'wrrj CB&;GY'TQ?? e‘r@.ﬁu_??mj? ' . o @p e Qoo oy @pieair
Ten kprlya KPA ait tintavillai enra kiirrai yar kélvi Arifarkal Cila arifiarkal
eluppinar? ] ) Scholars Some scholars
Who questioned the claim that the South Koreans did
not provoke the KPA?
67'/]'55 5Sl_l_§@6v L[GU@G)JG‘I‘HILWGU Gourg”  1fg @15/1@5’5@3 @Eﬂ@g‘g@b G[_//Tgy
<2, 01gy? notittal notittal potu
Enta kattattil pulveliyil vort pir anatu? fermentation during fermentation

How long did Firestone Tire and Rubber Company
operate a rubber plantation in Liberia?

sofl sjewnp@ed  eiggmer  Gui  Gasmen s1omi 3.8 1hehaSwair 3. 8 icbaSwair
Qeui@prisaer? cumar 3.8 Milliyan 3. 8 Milliyan
Cuvitcarlantil ettanai pér vélai ceykirarkal? about 3.8 million 3. 8 million
How many people work in Switzerland?
gasf_oug@m .asﬂgsmwnes, a1ssemest  Gug Seopiss S e S OebeSwai
o Peus® @avenev? Kurai . o

_ e _ o e uraintatu 5 milliyan 5 milliyan
Pukampattin karanamaka, ettanai per vittuvacati illai? at least 5 million 5 million
How many people are homeless because of the
earthquake?
TRIGIGTG &STWLDNE  odLWFedGLmer  Lwg
wppis guui et eelfflwraled b
gling GanlL geng @umiGes? 1926 wpsev 1926
Evvalavu kalamaka hpayarston tayar marrum rappar 1926 mutal
niruvanam laipiriyavil oru rappar tottattai iyankina? since 1926

Month 'U DD

Figure 3. Temporal Entity Recognition
Table 2. Space and Numerical Normalization
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Question

Answer in
dataset

Retrieved
Answer

2013-4 o6 syevrgew, Blywris wrdleo el a@aTuicd ereTeT
#56i510 Caunad v Ffi" 19 &0 LG TBIFET auenll&sS S S (BES BSST
2013-4 Am antil, niytiyark manila vari varuvayil enna catavitam vol strittil
pattirankal vanikattiliruntu vantatu?

In 2013-4, what percentage of New York State tax revenue came from
securities trading on Wall Street?

19%

19%

®BSAUTENGET o LOESET TAIIGTEY LILG &S (LpLgufLd?
Naijiriyavin an makkal evvalavu patikka mutiyum?
How literate is the male population of Nigeria?

75.70%

75.7%

wasar COsTeamsulled eTaieaT FFafELd anladLITNE 6TeT oe0 L WTeaTL)
M OLATY: Y

Makkal tokaiyil enna catavitam hispanik ena ataiyalam kattukiratu?

What percentage of the population identifies as Hispanic?

28.60%

28.6 %

erarauarey LICrfewunaller Cwrgs o arprl (B 2 pusBuie Clurg
Bliunsg@ad @) wpg auBHDSI?

Evvalavu piréciliyavin motta ulnattu urpattiyil potu nirvakattil iruntu
varukiratu?

How much of Brasilia's GDP comes from public administration?

54.80%

54.8%

Vaikasi

Aadi

Purattasi
June

Aqni l{'li;gra. Marehi Eebtuary

Q igé\{iaarg

ptember

Deégembei
Dctober

. Aippasi
. bcr

May

0
O

Figure 4. Finite State Transducer for Month
Table 3 Temporal Entity Recognition

Question Answer in dataset

Retrieved Answer

e
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QupSrLi Qurdwrerg Cegbad eurl’ erLiGLing YpBSTI?
Iyantirap poriyalar jeéms vat eppotu pirantar?
When was mechanical engineer James Watt born?

1736 g1d 9,001
aaereud) wrgd 19
1736 Am antu
janavari matam 19
January 19, 1736

aareufl 19, 1736
Janavari 19, 1736

@Bg OFiBggmer Blpeueatid e1LiCuing Blmieuiit g?

When was DMK political party leader Karunanidhi born?

Intu ceytittal niruvanam eppotu niruvappattatu? Gloiitbuy 20,
When was The Hindu Newspaper_Compaﬁ&/ founded? 1878 ! 87§ Ocelp ga;r;par
s YrPlwued S HF s HmewrTplS e1LiGLiTg

YT 1924 @er 3 @air 3, 1924
Timuka araciyal katcit talaivar karunaniti eppotu pirantar? 1924 ciin 3 ctin 3, 1924

Figure 5. Finite State Transducer for MM

Figure 6. Finite State Transducer for YYYY

Figure 7. Numeric Information Extraction

0.9

0.9

Figure 8. Finite State Transducer for digits
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Table 4 Numeric Information Extraction

Question

Answer in dataset

Retrieved Answer

@&y e1ggemer Gui Cumwer $808s1ess5i56T?
Inru ettanai pér roman kattolikkarkal?
How many people are Roman Catholics today?

1.17 9edbeSwar
1.17 Pilliyan
1.17 billion

1. 17 Yevafwesr
1.17 Pilliyan
1.17 billion

20, 770 FHIT

20,770 FHT | BB L 5
@avGredler @epuwnessienio eTaleuerey OLfwg? FCemSL L g 20 ;17”8 == catura
Isrélin iraiyanmai evvalavu periyatu? 20,770 catura kilomittar kil’(‘)mittar
How big is the sovereignty of Israel? 20,770 square -
. 20,770 square
kilometers kilometers
uPL% QLB W66 YPSLILF Y IpLD 6TalcUaTeY? 10,911 B0 g
Pacipik perunkatallin atikapatca alam evvalavu? 10911 10, 911 Mittar
What is the maximum depth of the Pacific Ocean? 10,911 meters
Table 5. Noun Stem Category Classification
Category Suffix 1 Suffix 2 Suffix 3 Suffix 4
Nominative No suffix
Accusative & (ai)
Instrumental and Sociative cases | <y (al) <y,e07 (an) 2® (otu) 2@ (otu)
Dative form & (ku) <, (aka)
Ablative case @ (il) @er (in) @ps (iruntu)
Genitive case <5 (atu) g (atu) o ew_w (utaiya)
Locative case sewr (kan) @ (il) 2 ar (ul) @ 1b (itam)
Vocative form a(®) (0)

trillion

thousand

Figure 9. Finite State Transducer for Units
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Table 6. Locative Noun

Question

Answer in dataset

Retrieved Answer

199 @@y umgysTUUDD eTeres epeLiGum@per QFwedLI®H DS

Iy Lflvggerenin?
Pir oru patukapparra enna milapporul ceyalpatukiratu @ TLieD e rLiedleir
amilattanmai?
What ingredient in beer acts as an unsafe acidity?
Patrick Modiano e1p3 psrs@ e aurp&pa? Patrick Modiano
enta nakarattil valkiratu? uimfled umflerSled
What city does Patrick Modiano live in?
Qgar QasrRwuraled e Cupp L1id NG Blapay e1mGs?
fCGuwimed fCuwmalled

Ten koriyavil nataiperra tarc rileé nikalvu enke?
Where was the torch relay held in South Korea?

Table 7. Dative Noun

Question

Answer in dataset

Retrieved Answer

(BB FLGT UPHEIGUSDHGH CUIFHIOTET PVSTSMD
2 (BUTEHS TSSO YT (HS 6T UG GUTeT @)Lt GlLimyh?

LIGV 24,6557 (h) & GiT Liv 94,657 (h S @5
Kiatutal katan valankuvatarku pdtumana milatanattai vﬂ’_ ® gﬂ’_ Prars
_ . Lk Pala antukal Pala antukalukku
uruvakka ettanai antukal valuvana ilapam perum?
B . Many years For many years
How many years will it take to generate strong profits to build
up enough capital to provide additional loans?
QYT 6T6) FSMF R(IH LIWGHTLD 6151 GlFTDMH? @evGred @ Gravs@
Anvar el catat oru payanam enku cenrar? Isrel isrelukku
Where did Anwar El Sadat go on a trip? Israel to Israel

Table 8. Other Nouns

Question

Answer in dataset

Retrieved Answer

1975 9pib opeinged (LpSED SL OGUWITS TIcEs) GIGHEST BTL 196D

o o SETL_IT ST Tad6)

emmy e o R Kanata Kanatavil
197§ Am antil mptal tatavaiyaka rani enna ngttll y11a1yat11_1ar. Canada in Canada
Which country did Queen play for the first time in 1975?
@g@ml_nw s wsl  Gumflesr  @pyyalled  ereirer  BI®H Qs QerAuneer
fssLiu’ L g? . o

_ . .. e Koriya koriyavin

Irantam ulakap porin mutivil enna natu pirikkappattatu? Korea Korea
Which country was partitioned at the end of World War 11?7
OL_gsner Qurssear e1mGs? @BPwr Q@pHwraled
Tekkan porikalai enke? intiya Intiyavil
Where are the Deccan Traps? India In India
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L)

L )

Nom|

ONoun Stemv Noun TagUSingular, Plural

Vocative
L

Figure 10. Noun Transducer [24]

Table 9. Results

Category SQuAD CHAIl
Numerical 16 19
Locative 1
Dative 1
Other Noun cases 40 1
Unsolved types 11 0

SQUAD DATASET

Unsolved types
15%

22%

4%
Other Noun
cases 56%

Numerical

Locative

CHAII DATASET

Other Noun
cases 5%

Unsolved
types 0%

Numerical
86%

Figure 11a. Performance of SQuAD Dataset and 11b. CHAII Dataset

2.2.2. Numeric question type

Figure 2 reveals that the presence of
question words "erggeman" (ettanai) [How much]
or "eraleueray" (evvalavu) [How much] signals
that the answer is expected to be a quantitative
value. Consequently, the anticipated answer

2499

format consists of a numeric value, followed by a
space [ ], and then the unit name, as illustrated in
Figure 7 and in Table 4.

The Finite State Transducer (FST) for
recognizing numeric values is presented in Figure
8. Additionally, Figure 9 showcases various
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possible unit variations, highlighting the Algorithm Morphological Alignment (S):

flexibility in unit representations.

2.2.3 Non-Temporal Non-Numerical question
type

Tamil's morphological structure is

notably intricate [9], as it involves inflectional
markings for person, gender, and number and
auxiliary combinations that convey aspect, mood,
causation, and attitude in verbs.
Nouns, meanwhile, undergo inflection with
suffixes indicating plurality, obliqueness, case,
postpositions, and clitics. To analyze languages
with such complex inflectional systems
accurately, it is essential to identify the root and
morphemes of each word.

Tamil grammar, Nanntl [23] comprises
eight distinct noun suffix classes, each
encompassing multiple suffixes. These classes
govern the various grammatical cases in Tamil,
including:

Type 1: Nominative form (no suffix)

Type 2: Accusative form

Type 3: Instrumental and Sociative cases

Type 4: Dative form

Type 5: Ablative case

Type 6: Genitive case

Type 7: Locative case

Type 8: Vocative form (used for addressing or
calling a person)

As shown in Table 5., these eight classes
collectively contain approximately 20 suffixes,
which, when applied to both singular and plural
forms, yield around 40 distinct forms. Tamil
nouns can be categorized into seven stem
categories based on morphological behavior.

The finite state model for the noun classification
is shown in Fig 10.

This category encompasses a diverse
range of question types that do not conform to
specific patterns. Despite the absence of a
predefined structure, a meticulous examination of
morphemes is conducted to facilitate accurate
answer alignment, ensuring that subtle linguistic
cues are carefully considered.

A detailed explanation of this
algorithmic process is provided in the
subsequent  section,  offering a
comprehensive understanding of the
system's operational framework.

2500

Remove all special characters from S
Determine grammatical case C of S
if C == locative:

Remove last suffix

Change second last uyir_mei to mei
elif C == dative:

Remove last 2 suffixes

Change third last uyir_mei to mei
elif C in {accusative, ablative, genitive,

vocative}:

Remove last suffix

Return the processed string

Algorithm 1. Morphological Alignment

A 3-stage normalization protocol is employed to
standardize Morphological alignment.

Stage 1: Locative case

For locative case, the terminal suffix is excised.
Subsequently, the penultimate uyir-mei letter
undergoes transformation, wherein the uyir
component is  detached, yielding the
corresponding mei letter. The instances are listed
in the Table 6

For instance, consider the retrieved answer,
am mLiedlesr:

1. Terminal suffix removal: apmiad

2. Penultimate uyir-mei letter extraction: ad

3. Uyir component detachment: ab (mei letter)

4. Normalized output: ammiied

Stage 2: Dative case

For dative case, last 2 suffixes are removed.
Subsequently, the third suffix undergoes
transformation, wherein the uyir component is
detached, yielding the corresponding mei letter.
The instances are listed in the Table 7

1. Dual suffix excision: The terminal and
penultimate suffixes are removed.

2. Uyir-mei transformation: The third-last
uyir-mei letter undergoes conversion,
detaching the uyir component to yield
the corresponding mei letter.

For instance, consider the retrieved answer,
(OBl AVEICH

1. Dual suffix removal: @abGray

2. Uyir-mei transformation: @)ebvGyed

Stage 3: Accusative, Ablative, Genitive,
Vocative
A unified suffix removal strategy is

employed for non-locative and non-dative cases,
wherein excision of the terminal two suffixes
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consistently yields the root word. This
streamlined approach facilitates efficient
morphological normalization across various

case categories. Few of the instances are listed in
the Table 8

For instance, consider the retrieved answer
SeTL_Teail6D:

After removing the last 2 suffixes, ser_m

3. RESULTS AND DISCUSSION

We have run our algorithm on existing
Tamil QA datasets, namely SQuAD [25] and
CHAII [28] datasets comprising of 1201 and 368
question-answer pairs respectively, serves as a
benchmark  for comprehensive  Question
Answering (QA) systems. In this study, we
leveraged the MURIL BERT [27] model as our
QA system and employed the Jaccard measure to
assess its performance.

As given in Table 9, our analysis revealed
that approximately 72 questions in SQuAD and 22
questions in CHAII dataset posed challenges
related to understanding morphologically
equivalent words. To address this, we employed
our Morpheme mastery model, which
successfully resolved the issues in these cases.
Notably, 16 questions in SQUAD and 19 questions
in CHAII dataset involved numerical equivalence
issues, which were effectively addressed using
our Numerical normalization technique.

A deeper examination of the challenges
revealed that understanding morphological
equivalence was the primary concern. To tackle
this, we categorized the instances based on noun
classification. Our results showed that all locative
and dative cases (5 instances in SQuAD and 2
instances in CHAII) were successfully resolved.
Furthermore, our approach effectively addressed
the remaining 40 instances in SQuAD and
Iquestion in CHAII involving other noun cases.
An improvement in efficiency of 84.72% in
SQuAD and 100% in CHAII was achieved.

Figure 11a illustrates the distribution of 72
Question-Answering (QA) pairs in SQuAD
dataset, revealing a categorical breakdown of
challenges encountered. Notably, 22% (16
instances) of QA pairs involved numerical
answers, which were successfully resolved
through numerical normalization techniques.
Locative and Dative-related queries accounted for
4% (3 instances) and 3% (2 instances) of the total

2501

QA pairs, respectively, corresponding to locative
and dative cases.

These cases were effectively addressed
through morphological analysis and suffix
removal strategies. Furthermore, a substantial
proportion (56%; 40 instances) of QA pairs
pertained to other noun cases, which were also
successfully resolved using a combination of
morphological and syntactic analysis techniques.
Collectively, these results indicate that 85% (61
instances) of QA pairs were successfully resolved,
with only 15% (11 instances) remaining as
outliers that could not be categorized under the
predefined noun cases.

Figure 11b illustrates the distribution of 22
Question-Answering (QA) pairs in the CHAII
dataset, revealing a categorical breakdown of
challenges encountered. A significant majority,
86%, required numerical answers, which were
resolved using numerical  normalization
techniques. Locative and Dative-related queries
accounted for 4% and 5%, respectively, and were
addressed through morphological analysis and
suffix removal. Another 5% pertained to other
noun cases, resolved using morphological and
syntactic analysis. The model successfully
resolved 100% of QA pairs, with 0% remaining as
outliers.

The efficacy of our algorithm is vividly
illustrated in the graph depicted in Fig 12, which
provides a comprehensive breakdown of the total
number of cases identified across each dataset.
Notably, the graph also delineates the distribution
of instances into distinct categories, including
numerical, locative, dative, and other noun cases,
as well as outliers. This granular visualization
facilitates a deeper understanding of the
algorithm’s performance and its ability to
accurately categorize and identify various cases
within the datasets.

As shown in the Table 10, the CHAII
dataset shows the performance of a model on three
types of questions: Temporal Data Based,
Numerical Data Based, and Non-Temporal Non-
Numerical Based.

The overall performance improves by
11.87% after Morpheme Mastery which includes
Preprocessing, Temporal Entity Recognition,
Numerical Information  Extraction and
Morphological alignment.
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Morphological Ananlysis on SQUAD and CHAII
Dataset
70
60
50 40
40
30 22 16 19 1
20
10 l 31 21 1 0
g [] R ]
Total Numerical Locative Dative Other  Unsolved
Noun types
cases
mSQuAD mCHAII
Figure 12. Morphological Analysis on CHAII and SQuAD Dataset
Table 10. Morpheme Mastery on CHAII dataset
After
No. of Correct | Exact After Exact Exact
CHAII Dataset Total Answers Match | Preprocessing | Match Morpheme Match
Mastery
Temporal Data Based | 5, 41 58.57 43 61.43 55 78.57
Questions
Numerical Data Based | ¢ 24 52.17 28 60.87 29 63.04
Questions
Non-Temporal Non-
Numerical Based Data 252 137 54.37 151 59.92 158 62.70
TOTAL 368 202 222 242
Table 11 Morpheme Mastery on SQuAD dataset
No. of After
SQuAD Dataset Total Correct Exact After . Exact Morpheme Exact
Match | Preprocessing | Match Match
Answers Mastery
Temporal Data Based |4 7 36.84 10 52.63 11 57.89
Questions
Numerical Data Based | 35 57 4222 89 65.92 90 66.67
Questions
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Non-Temporal Non-
Numerical Based Data 1047 376 3591 414 39.54 454 44.12
TOTAL 1201 440 513 555
Morpheme Mastery on CHAII and SQuAD Dataset
55.18
Non-Temporal Non-Numerical 72.07 555
242
52.28
Numerical Question 70.48 515
52.02
Temporal Question 70.21 514
51.96
Preprocessing 63.45 513
223
466%985
Initial : 440
202
0 100 200 300 400 500 600
SQuAD Jaccard Measure ~ m CHAII Jaccard Measure ~ ® SQUAD Questions  m CHAII Questions

Figure 13. Comparative Study

1. Temporal Questions: The question for which the
expected answers were dates with different formats,
when handled properly, the exact match rate
increases from 58.57% to 78.57%, showing a
significant improvement of 20%, thereby
showcasing enhanced proficiency in handling
diverse date formats.

2. Numerical Questions: The questions requiring
answers in the format of numerical value
accompanied by its corresponding units, witnessed a
notable improvement in exact match rate, rising
from 52.17% to 63.04%, showcasing enhanced
accuracy in handling numerical values with units

3. Non-Temporal Non-Numerical Questions: The
questions heavily influenced by morpheme analysis,

which comprise a substantial portion of the dataset,
demonstrated considerable improvement. The exact
match rate surged from 54.37% to 62.70%,
underscoring enhanced proficiency in morpheme
analysis and its significant impact on question
answering accuracy.

Overall performance over CHAII dataset is
54.89% while after Morpheme mastery it has
increased to 65.76%. As shown in Table 11, the
SQuAD dataset evaluates a model's performance
across three question types. Following Morpheme
Mastery - encompassing preprocessing, temporal
entity recognition, numerical info extraction, and
morphological alignment - overall
performance jumps 9.58%.
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1. Temporal Questions: Proper handling of diverse
date formats boosts exact match rates by 21.05%,
from 36.84% to 57.89%.

2. Numerical Questions: Enhanced accuracy in
handling numerical values with units increases exact
match rates by 24.45%, from 42.22% to 66.67%.

3. Non-Temporal Non-Numerical Questions:
Morpheme analysis proficiency improves exact
match rates by 8.21%, from 35.91% to 44.12%.
Overall performance over SQuAD dataset is 36.63%
while after Morpheme mastery it has increased to
46.21%

A comparative analysis of CHAII and
SQuAD datasets reveals distinct characteristics as
shown in Fig 13. Notably, the CHAII dataset
comprises a predominant number of temporal
questions, necessitating robust handling by
Morpheme Mastery. In contrast, the SQuAD dataset
presents a substantial number of questions that
require precise Morpheme alignment, underscoring

4. CRITICAL
FINDINGS

EVALUATION OF

Upon completing a thorough investigation of
the previously discussed domains, our research
identified several additional issues that could be
resolved. A detailed exposition of our discoveries is
presented below.

4.1. Critique of Results
Initially, our investigation focused on
morphological analysis based on noun stem

classification, as delineated in Table 5. However,
subsequent in-depth examination of our dataset
revealed  that  morphological  applications
transcended the classifications presented in Table 5.
Notably, additional suffix variants were identified, a
subset of which are presented in Table 12. This
finding underscored the complexity of the Tamil
language, which supports a vast array of suffixes, not
all of which could be exhaustively addressed within

the  importance of  this  technique in s
achieving accuracy. the scope of this study.
Table 12. Data Mavericks
Question Answer in dataset | Retrieved Answer
Qe goelufled WaLIGLIflw oG LD 618)? LYY fszal
JermaNiyil mikapperiya matam etu? KiTittavattai s
What is the largest religion in Germany? Christianity Kilintava
' Christianity
eraitest Quflw Lyewest pruiser 155 @ CuTsE
2 GiTeng,)? Figens FWIF S % 6T
ENNa periya pUNai ndykal takka oru pOkku ullatu? CiTuttai IS 0SS 6T
What big cat has a tendency to attack dogs? Leopard Leopards

Similarly, our analysis revealed that Named Entity
Recognition (NER) posed significant challenges.
Specifically, instances in the dataset demonstrated
that identical names were addressed differently,
depending on the context, thereby affecting the
model's interpretation and accuracy. Few instances
are shown in the Table 13.

Additionally, other areas of concern that warrant
attention include:

1. Stop word removal: Ensuring the effective
elimination of common words that do not add
significant value to the text analysis.

2. Foreign language handling: Developing strategies
to accommodate and process text data in languages
other than the primary language of focus.
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Table 13. Naming Conundrums

Question Answer in dataset Retrieved Answer
SOV GRT HL1Q UIK] WITF? 5115 6V GT sf1%mev GFmLpenes
KallaQai kattiyatu yar? Karikalan Karikala cOlanai
Who built the kallanl? Karikalan Karikala Chola
2 WH® (LPFD FSHG 61 @EhTewt) wiTh? FIETIC T FISEH IL 10 5
Ulakil mutal tattuvafidni yar? Cakratlicu Cakkiratticu
Who was the first philosopher in the world? Socrates Socrates

4.2. Difference from Prior Work

This study contributes significantly to the
realm of Question Answering (QA) systems, a
pivotal area of research in Natural Language
Processing (NLP). Notably, our exhaustive literature
review revealed a scarcity of research focused
specifically on the morphological analysis of
answers within QA systems. However, we did
encounter studies concentrating on morphology in
isolation, which provided valuable insights that we
leveraged to inform our research.

Upon identifying the research gap in applying
morphological principles to QA systems, we
endeavored to bridge this divide. By grounding our
approach in the robust framework of Tamil
grammar, as codified in the esteemed Nanniil, we
successfully formulated a set of rigorous rules.
These rules, rooted in the concrete grammatical
structures of Tamil, enabled us to enhance the
accuracy and efficacy of our QA system.

4.3. Areas of Concern Needing Attention

The integration of context-based analysis,
translation, and transliteration techniques into the
answer response processing pipeline is expected to
effectively address challenges related to Named
Entity Recognition, stop word removal, and
management of multilingual content. By leveraging
these advanced techniques, the accuracy and validity
of the outcomes will be significantly enhanced.
Specifically, resolving these issues is anticipated to
improve the precision of entity identification, reduce
linguistic and cultural biases, and increase the
reliability of insights derived from the data.
Ultimately, this will enable more informed decision-
making and drive meaningful improvements in
downstream applications.

S. CONCLUSION

This pioneering study unveiled the vast
potential for enhancing the efficacy of evaluation
metrics and models in Tamil question-answering
systems, leveraging the seminal insights and
recommendations presented herein. By
synergistically integrating fundamental grammatical
structures from the revered Tamil grammar book,
Nanniil, our research yielded remarkable
advancements, achieving an impressive 11.87%
improvement in CHAII and 9.58% in SQuAD
dataset. The significance of this study lies in its
ability to demonstrate the importance of
linguistically informed approaches in natural
language processing, particularly for low-resource
languages like Tamil. While acknowledging the
potential limitations of our approach, particularly in
handling complex linguistic phenomena such as
idiomatic expressions and figurative language, we
believe that our research provides a solid foundation
for future investigations. The study's strengths are
multifaceted, including its innovative approach,
significant advancements in evaluation metrics, and
potential for future research avenues, such as
integrating Named Entity Recognition (NER), cross-
lingual term handling, and stop word removal.
However, we also recognize the need for future
studies to address the challenges of adapting the
methodology to other languages, exploring
applicability to other natural language processing
tasks, and further refining the approach to handle
complex linguistic phenomena. In our opinion, this
study demonstrates the power of interdisciplinary
research, combining insights from linguistics and
computer science to drive innovation in natural
language processing. We believe that this work has
the potential to inspire new research directions and
applications, and we look forward to exploring these
opportunities in future studies. By bridging the
chasm between linguistic theory and computational
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models, we have unlocked the full potential of
question-answering systems, poised to revolutionize
the landscape of natural language processing.

Future studies can build upon our work by
investigating the applicability of our methodology to
other languages, particularly those with complex
grammatical structures, and developing strategies to
effectively handle idiomatic expressions, figurative
language, and other complex linguistic phenomena.
Additionally, exploring the integration of our
approach with other natural language processing
tasks, such as text summarization, sentiment
analysis, and machine translation, can further
advance the state-of-the-art in natural language
processing. Conducting in-depth analyses to
understand the impact of various linguistic features
on the performance of question-answering systems
and designing new metrics to accurately assess their
performance,  particularly in  low-resource
languages, are also promising research directions.
By addressing these research directions, future
studies can further advance the field and unlock new
possibilities for natural language processing.
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