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ABSTRACT 
 

This paper presents implementation of mixed mode Error Correction Coder architecture that is capable 
of detecting and correcting both random and burst.  The proposed architecture executes two different 
types of architectures in which one of them aims at targeting the random while the other aims at burst. 
The diagnosis of random faults is obtained by employing the modified decimal matrix coding whereas 
the burst diagnosis is done by flexible unequal error method. The proposed architecture gains an 
adequate advantage with respect to area overhead and power consumption. The proposed architecture is 
implemented in cadence. In the front end design the parameters are estimated by using out by GENUS 
and on similar lines, the back end design is carried out by using out by INNOVUS and the performance 
metric generated includes Area Report, Power Report, and timing report and chip layout. The area, 
power and delay overhead of the proposed architecture is found to be 50088.491, 20.7mW and 2.11ps 
which are very small compared to other ECC that are taken for experimental purpose and this low values 
of area, power and delay are mainly due to the use of encoder reuse technique. Further the experimental 
results conclude fact that the proposed architecture can achieve 100% of error correction up to six bits 
and offers correction rate of 80.76 and 68.43 for burst of length 7 and 8 respectively. The error correction 
capabilities for random error is found to be 100% for Quintuple Bit Error and there after we observed 
slight decrement in error correction capability for Sextuple Bit, Septuple bit and Octuple Bit. The 
percentage of error correction rate for Sextuple bit, Septuple bit and Octuple bit is found to be 46, 4 and 
2 respectively.  The increased reliability of this hybrid type error correction code is achieved at a cost of 
slight increment in the overhead bits.  
Keywords: Random errors, Burst errors, Modified Decimal Matrix code (MDMC), Flexible Unequal 

Error Control (FUEC), and Error Correction Code (ECC). 
 
1. INTRODUCTION 
 

The proposed architecture is obtained by 
the integration of two different types of namely 
Modified Decimal Matrix Coder (MDMC) [39] 
and Enhanced Flexible Unequal Error Correction 
Code [40]. The Decimal Matrix Code offers a very 
high correction rate for diagnosing random errors. 
The high correction rate in DMC is achieved at the 
cost of increased area over head and power 
consumption. However based on our experimental 
study few modifications were suggested in the 
architecture of Decimal Matrix Coder (DMC) to 
yield improvements with respect to area overhead 
and power consumption without disturbing the 

inhertent property of DMC to achieve high 
correction rate. Thus MDMC aims at targeting 
random  that occurs in memories for achieving very 
high correction rate with reduced power 
consumption and area overhead.  

The other technique namely, Flexible Unequal 
Error Correction Code is very effective in handling 
the burst and achieving almost 100% error correction 
rate up to 4 bits. Flexible Unequal Error Correction 
Code is further enhanced to increase 100%  burst 
error correction rate up to 5 bits and further, this 
Enhanced Unequal Error Correction Code achieves 
100% error correction rate for burst error of length 
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6bit and as well as 7 bit depending on the probability 
of random  being a part of burst length. All the 
previous studies address the issues like targeting 
single and double adjacent error detection and 
correction, neglecting random  with increased power 
consumption and increased area over head. Here we 
present a novel architecture that employs encoder 
reuse technique that significantly reduces hard ware 
overhead by yielding reduction in power 
consumption as by product. The proposed 
architecture aims at detecting random as well as 
adjacent  upto 6 bits that drastically increases error 
correction rate of the proposed method. 
 
 
 
 
 
 
 
 

Fig 1. Basic Principle of Proposed ECC 
 
The basic principle involved in the working 

proposed architecture is shown in fig.1. The 
diagnosing of memory is carried under two phases. 
The first phase of testing is carried out by Modified 
DMC to target random. Basic experimental studies 
convey fact that random can be easily detected by 
employing random test patterns and hence they are 
also termed as easy to detect or soft.  The other phase 
of testing is carried out by Enhanced Flexible 
Unequal Error Correction Code (EFUEC) to detect 
burst errors. The burst error refers to presence of 
error in contiguous bits and these are effectively 
handled by Enhanced FUEC. Thus the proposed 
architecture is successful in diagnosing both random 
as well as burst. 
Further, for better understanding of proposed 
mechanism, the paper is organized under following 
sections. Related technical development is presented 
in section II. The detailed architecture of the 
proposed method is provided in section III. Results 
drawn from the proposed architecture is given in 
section IV. Conclusion along with the future scope 
is presented in section V. 
 
2. RELATED WORK 

The initial seed for error correction using 
ECC’s is laid by Richard W. Hamming [1] by 
introducing Hamming code. In general hamming 
codes allow only a single bit error correction, 
however a modified hamming [2-4] codes able to 

detect short burst. Hamming code using replication 
[5] effective against handling triple soft in 
memories. Hamming codes along with redundancy 
techniques [6] can effectively handle soft errors in 
memories that are employed for space applications. 
A new CLC algorithm [7] using extended hamming 
code can detect and correct multiple errors is 
memories that are employed for space applications. 
The CLC methodology is best fit for single bit and 
double bit error values, and reasonably significant 
for triple bit error values with inferior performance. 
This methodology is not fit for higher bit error values 
and specifically it is not addressed the adjacent error 
values.  

 
Reed Muller [8] codes are being effectively 

employed in wireless communication more 
particularly in deep space communications and 
optical communications [9]. Symmetric Reed Muller 
codes [10-12] are effective in correcting locally. 
Berger codes [13] is successful in detecting all 
unidirectional that have been flipped from zero’s 
one’s or one’s to zero’s. These codes find its 
application in the design of BIST technologies [14] 
for combinational circuitry and ROM memories 
more particularly in DRAMs [15, 16] and CAM’s 
[17] for detecting, correcting, and localizing 
unidirectional. Reed- Solomon code [18] are 
popularly employed for correcting burst  in mass 
storage find its application in Satellite 
Communications and image processing techniques 
for space applications. A method of automatic 
polynomial selection for RS codes has been given in 
[19] to improve fault tolerance in embedded 
memories 

Cyclic Redundancy Check [20] is popularly 
employed for detecting error in telecommunication 
networks and storage devices. This can also correct 
of double bit [21] and single burst error [22] 
effectively. Further it can be effectively employed 
for error detection in high speed semiconductor 
memories [23, 24]. Single Device Data Correction 
decoding scheme [25] can achieve 100% error 
detection rate for DRAM.  

The mix codes or hybrid codes that 
combine one or more error detecting codes are 
successfully employed for protecting the memories 
from the cell upsets. The combination of LDPC and 
hamming code [26], BCH and LDPC [27] and LDPC 
with majority logic along with difference set codes 
[28] were quite successful in protecting the 
memories from cell upsets to a great extent. Another 
class of mix code combining error correction 
capabilities DMC and PMC codes has been designed 
[29] to detect multiple cell upsets that can yield 

 
Modified DMC 

 
Enhanced FUEC 

 
Multiplexer 
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better performance with respect to maximum error 
correction with complete error detection. 

 
In modern architectures, the memories are 

generally protected with SEC codes due to their 
simplicity in architecture. Pedro Reviriego et, al 
[30, 31] difference set codes can successfully 
correct triple bit with reasonable hardware 
requirements. The [32, 33] presents a matrix 

coding mechanism that makes use of hamming and 
parity codes to assure reliability. These codes were 
also successful in detecting adjacent error’s [34]. 
Improved Redundant matrix code [35] is also 
successfully employed to detect and correct cell 
upsets is SRAM’s. Further, a much significant step 
in protecting the memories is laid by Decimal 
Matrix [36, 37 and 38]. M-DMC and DMC 
methods.   

The existing methods discussed in the relevant work 
did not focused on addressing the adjacent. 
Addressed only the random.       DMC and M-DMC 
methods proved as reliable methods to address 
random.  But the power dissipation with respect to 
the leakage power, internal power, switching power 
and total power is not addressed   for higher bit error 
rate values. The proposed method is focused to 
minimize the area with improved performance, to 
minimize the total dissipating power by minimizing 
the internal power, switching power, and leakage 
power, to detect and correct the random and adjacent 
and addressing the higher bit error values with 
minimum redundant bits. 
 
3. PROPOSED ARCHITECTURE 

The proposed architecture of fault 
diagnosis mechanism is composed of two 
architectures namely Modified Decimal Matrix 
Coder and Enhanced Flexible Unequal Error 
Correction Coder. The Modified Decimal Coder [39] 
is employed to target soft, whereas Enhanced 
Flexible Unequal Error Correction Coder [40] is 
employed to target burst. The detailed description of 
both the Error Correction Codes is presented as 
follows.   

 
3.1 Enhanced Flexible Unequal Error Control 
(FUEC): 

The general structure of Enhanced Flexible 
Error Correction Coder is given in fig.2. The raw 
data is fed into the data partitioning module which 
partitions data into different segments after which it 
is fed into the code rate allocation. The code rate 
allocation modules a segment assigned by the 
priority assignment block and  

  

 

The process of encoding in its simple form is well 
explained in fig.3. The figure shows four steps. The 
step 1 includes original data which is represented 
with green color here, we assumed all bits to be 
0’s.The second step shows error injection, here an 8 
bit error is injected and this forms burst error of 8 bit 
length i.e., 50% of data is corrupted and corrupted 
data is indicated with red color. The step 3 shows 
process of generating the syndrome 

 
Final the encodes the data depending on the type of 
error correction code that has to be applied. Here 
same error correction code or different error 
correction codes for different segments can be 
chosen depending on the intended correction rates. 
Finally the stream combiner combines entire 
encoded data with different correction rates into a 
single data stream and makes it ready for storage or 
transmission.  

The working of Enhanced Flexible Error 
Control Encoder is similar to working of any other 
error control encoder. However, this is mainly 
designed to provide different levels of error 
protection for different parts of the data by selecting 
different error correction codes for different 
segments of data. For better understanding of 
Enhanced FUEC and simplifying the complexities 
in the design of proposed mixed mode error 
correction code we limit the application of hamming 
code ,  parity code and redundancy check 
mechanisms for protecting the data. The critical data 
is encoded by generating the code word by the use 
of hamming code, parity code and redundancy 
check mechanisms. The remaining data is encoded 
with use of either hamming code or parity code or 
else with redundancy check mechanism depending 
on the significance of the data that has to be 
protected. The advantage of using same encoders in 

Modified Decimal Matrix Coding and Enhanced 
Flexible Error Control Coding aids in minimizing 

Input 
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Fig.2 Block diagram of enhanced flexible Unequal error control coder           
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error detection capability as well as the encoder-
reuse technique (ERT) to minimize the area 
overhead of extra circuits (encoder and decoder) 
without disturbing the whole encoding and decoding 
processes, because ERT uses proposed encoder is 
itself to be part of the decoder. 

 
that is obtained by performing XOR operation with 
original data and erroneous data. Finally step 4 

illustrates the process extracting the error locations 
in original data with the aid of hamming matrix and 
the syndrome. The erroneous data present in the 
error locations is corrected by inverting the respect 
bits. The different formulae in [40] using Syndrome 
and code bits are employed in generating H-Matrix. 
 

 
Fig.3 Encoding Process in proposed mixed code encoder 

 

         The block diagram of Enhanced Flexible 
Unequal Error Control System (EFUEC) is given in 
fig.4. The block diagram incorporates encoder, 
Syndrome generator, Error Detection Unit and 
decoding unit along with the memory used for 
storing encoded data and redundant bits. The 
encoder receives data that has to be protected from 
through data in and then the encoder adds check bits 
to the data ensuring that different that can be 
occurred over the data can be detected and 
corrected. The encoded data along with their 
corresponding check bits are stored in the memory. 
The encoded data available in memory is then given 

to the syndrome generator. The syndrome is 
computed by comparing the received data against 
error correcting code rules. The zero value of 
syndrome ensures that the data is error free and if 
the Syndrome is non-zero then the data is assumed 
to be erroneous. The erroneous data is then fed to 
the look up table for further processing. In look up 
table the syndrome value is compared against pre-
computed error patterns in the look up table to 
provide information regarding the type of error and 
their positions. The decoder is employed to detect 
and correct the bits that are present in the received 
encoded data. The decoder receives encoded data 
along with the type and position of the error from 
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look up table and thus it inverts the value of the bits 
present in error locations yielding correct data. A 
few general control signals are also presented for 
ensuring its proper operation. The clock signal is 

used to synchronize the different operations 
associated with system. The enable is used to enable 
encoding and decoding operations and reset pin is 
used reset a system for a fresh start. 

 

 
 

Fig.4. Enhanced Flexible Unequal Error Control System 
 

3.2 Modified Decimal Matrix Code (MDMC) 
ENCODER 

The modified DMC encoder employs 
hamming code for calculated overhead data bits. 
The circuit employed for formulating check bits 
composes of hamming encoder and XOR gates is 
shown in fig.5. The ‘N’ bit data taken from source 
is divided into ‘k’ symbols, each symbol is of m-bit 
length that yields N=k×m and these symbols are 
arranged analytically in a k1×k2 matrix form such 
that k=k1×k2, where k1 indicates rows and k2 
indicates columns. The horizontal check bits are 
formulated by using hamming codes for each 
symbol of first row and thus each symbol is 
measured as decimal integer. The vertical check bits 
are formulated by using XOR operation for every 
column. 

 
Fig. 5. Architecture of Modified DMC Encoder 

 
Modified Decimal Matrix Code (MDMC) 
Decoder 

 
The decoder shown in fig.6. is used to detect and 
correct the  consequently. The received data bits ‘D’ 
are applied to the inbuilt encoder block in the 
decoder block to obtain horizontal check bits ‘P0’ to 
‘P11’ and vertical check bits ‘V0’ to ‘V15’. The 
decoding process is made to navigate through 
syndrome calculator, error locator and error 
corrector. The decimal integer subtraction is 
employed to formulate horizontal 
Syndrome bits and XOR operation is executed for 
formulation vertical syndrome bits. The non-zero 
horizontal syndrome bits indicates error detection 
whereas, vertical syndrome bits give the location of 
the error. 
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Fig.6. Architecture of Modified DMC Decoder 

 
4. RESULTS & DISCUSSIONS 

 
The evaluation of proposed system has been 
exhibited under two categories namely front end 
analysis and back end analysis. In front end design, 
the analysis is carried out by modelsim, and Xilinx. 
The physical design is carried out by using cadence. 
The functional analysis is carried out by using 
GENUS. The performance metrics has been 
generated which includes area report, power report, 
timing report and RTL schematic has been 
generated.

On similar lines, the back end design is carried out 
by              using  ‘INNOVUS’ and all performance 
metrics has been generated which includes area 
report, power report,  timing report and chip layout.  
 
 The table.1 below summarizes different 
types of error correction capabilities of different 
ECC’s with respect to adjacent error’s. Here the 
length of data word considered is of 16 bit and 
assuming 50% of the word is erroneous.  Different 
types of were injected which includes single as well 

as burst. The length of the burst is varied from 2 to 
8 bits. The types of burst were chosen based on the 
fact that occurrence of burst of length 8bits are less 
frequent than that of burst error’s [41-42] of length 
below 8 bits. And hence are injected accordingly to 
estimate percentage of error correction. The results 
presented in table.1 clearly convey the fact that the 
proposed ECC is capable of achieving very high 
correction rate, up to 5bit adjacent error and 
gradually deteriorates its performance for the  of 
seven and eight bit adjacent  shown in fig.7. 

 
Table.1. Adjacent Error Correction Capabilities of the proposed technique 

 
Codes Double 

Bit 
Error 

Triple 
Bit 
Error 

Quadruple 
Bit Error 

Quintuple 
Bit Error 

Sextuple 
Bit 
Error 

Septuple 
Bit Error 

Octuple 
Bit Error 

CLC 100 80 62 56 40 34 18 
Matrix [32] 88 52 42 28 18 8 4 
DMC [36] 100 56 48 18 8 2 2 
MDMC [39] 100 58 50 20 6 2 2 
FUEC QAEC 
[40] 

100 100 100 6 2 0 0 

Proposed 100 100 100 100 46 4 2 
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Fig.7. Comparison of Adjacent Error Correction of Different ECC’s 
 
 

The table.2 below summarizes different types of error 
correction capabilities of different ECC’s with respect 
to random error’s. The results presented in table.2 
clearly convey the fact that the proposed ECC is 
capable of achieving very high correction rate up to 6-
bit random error and gradually deteorates its 

performance for the  of seven and eight bit random . 
The similar analysis is shown in fig.8. Based on the 
results shown in fig.7 and fig.8 it very clear that the 
proposed ECC’s achieves very high error correction 
rate for both adjacent errors as well as random. 

  

Table.2. Random Error Correction Capabilities of the proposed technique 
 
For quadruple bit, the proposed model is 45.7% 
superior over Matrix methodology and 83.08 
superior over FUEC-QUAC methodology. The 
performance is elevated with sextuple bit septuple 
bit and octuple bit error values. For a sextuple bit, 
the proposed model is 71.4 % superior over CLS 
method, 85.8% superior over matrix method, and 
98.8% superior over FUEC-QUAEC methodology.  
 

 
FUEC-QUAEC methodology is not fit for higher 
bit error values. M-DMC is almost competed which 
is  5.77% inferior over the proposed methodology, 
for septuple bit , CLC method, matrix method and 
FUEC-QUAEC outperforms and are not fit for 
higher bit error values.  The proposed model is 
6.91% inferior over M-DMC model for septuple bit 
errors. But, M-DMC model is 5.77% inferior over 
the proposed mode.

 

0

20

40

60

80

100

120

Double Bit
Error

Triple Bit
Error

Quadruple
Bit Error

Quintuple
Bit Error

Sextuple
Bit Error

Septuple
Bit Error

Octuple Bit
Error

CLC

Matrix [32]

DMC [36]

MDMC [39]

FUEC QAEC [40]

Proposed

Codes Single 
Bit 
Error 

Double 
Bit Error 

Triple Bit 
Error 

Quadruple 
Bit Error 

Quintuple 
Bit Error 

Sextuple 
Bit Error 

Septuple 
Bit Error 

Octuple 
Bit 
Error 

CLC 100 91.86 71 58 42.4 28.6 12 0 

Matrix [32] 100 100 76.4 54.3 35.1 14.2 6.7 0.6 

DMC [36]   100 100 100 100 100 92.6 84.7 76.0 
M-DMC [39] 100 100 100 100 100 94.23 86.76 78.42 
FUEC-
QUAEC[40] 

100 29 23.8 16.92 10 4 2 0 

Proposed 100 100 100 100 100 100 80.76 68.43 
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Fig.8. Comparison of Adjacent Error Correction of Different ECC’s 

 
The estimation of area, power and delay overheads 
has been carried out using cadence. In the front end 
design the parameters are estimated by using 
GENUS. The various performance metrics has 
been generated which includes area report, power 
report, timing report and RTL, schematic has been 
generated.  

On Similar lines, the back end design is carried out 
by using INNOVUS tool and the performance metrics 
are generated which includes area report, power 
report, timing report and chip layout. 

 
 

 
Table.3. Estimation of Hardware equivalents, Power and Area 

 

Proposed 
Architecture 

Area Power 

Delay (ps) Instant 
count 

Total Area 
Internal 
Power 
(mW) 

Switching 
Power 
(mW) 

Leakage 
Power 
(µW) 

Total 
Power 
(mW) 

Front End 
Design 

(GENUS) 
8208 49542.171 18.15 2.4 2.23 20.6 4 4 

Back End 
Design 

(INNOVUS) 
8277 50088.432 19.37 1.09 2.0 20.47 2.011 

 
The table 3 presents various VLSI 

parameters such as area, power and delay pertaining 
to the proposed architecture generated by GENUS. 
Table 3, describes the total cell count i.e.8208 and 
area 49542.171nm2 respectively. On the same lines, 
it can be observed that the internal power, Switching 
power, leakage power and total power is 18.15mW, 
2,4mW, 2.23µW and 20.64 mW respectively and the  
total delay associated with  proposed system is 
obtained ‘4’psec. Similarly, the values estimated by 
INNOVUS while generating chip are also presented 
in table3. The final gate count and final area are found 
to be 8277 and 50088.491respectively. The different 
types of powers such as internal power, switching 
power, leakage power and total power is found to be 
19.37mW, 1.09mW,  2.0µW and 20.47mW 
respectively, and the total delay obtained is found to 
be 2.011ps. By comparing both front end design and 
back end design the difference in gate and total area 
is found to be 69 and 546.21. On same lines 

difference in different types of powers i.e., internal 
power, switching power, Leakage power and total 
power is found to be 1.22mW, -1.31mW, -0.23µW 
and -0.17. The delay difference is estimated as -
1.98ps. The difference of values generated from front 
end and back-end design is found to be similar and 
are ideally be the same. The slight difference in the 
values is majorly due to the routing of wires for 
connecting the different internal components in the 
proposed design. The final chip design generated by 
INNOVUS is represented in fig.9. 
 
Contributions made: A novel methodology is 
proposed to address the   stated objectives. The 
proposed methodology is minimizing the area of the 
circuit, elevating the performance of the model by 
minimizing the power dissipation. This methodology 
addresses both adjacent and random errors, and 
eventually correction is done to improve the 
performance of the model. It addresses higher bit error 

0
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40
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100
120 CLC
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FUEC-
QUAEC[40]
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values up to septuple error values. DMC and M-DMC 
also addressed the higher bit error values, but more 
redundant bits are added in error detection mechanism. 

The proposed method overcomes the limitation with 
DMC and M-DMC by minimizing redundant bits with 
improved performance. 

 

 
 

Fig.9. Chip Layout of the Proposed Architecture 
 
5. CONCLUSIONS AND FUTURE SCOPE 

 The hybrid type error correction code is 
presented to ensure the reliability of SRAM 
memories. The proposed error correction code is 
obtained by integrating the inheriting properties of 
Modified Decimal Matrix Code and the Flexible 
Unequal Error Correction mechanisms, can detect 
single bit upsets, multiple bit upsets and as well as 
burst  of up to  8 bits length. This can achieve 100% 
of error correction up to 6-bits and offers correction 
rate of 80.76 % and 68.43% for burst of length 7-bit 
and 8bit respectively. The error correction 
capabilities for random error is found to be 100% for 
Quintuple Bit Error and further, it has been observed 
slight decrement in error correction capability 
specifically for Sextuple Bit , Septuple Bit  and 
Octuple Bit errors . This paper focused on achieving 
a very high error correction rate for both random and 
adjacent errors. The proposed error correction 
mechanism is significantly good for 6-bit random . It 
is observed that for higher bit random errors, the 
performance of the proposed methodology is slightly 
inferior. The power dissipation is due to total load 
capacitance of the cell i.e switching power, is 
estimated as 1.09mW, which is significantly a low 
value when compared with other error detection 

mechanisms.  The efficiency of the proposed model 
is significantly improved by minimizing the power 
leakage to 2.0µW, which shows significant 
improvement in total power dissipation. The internal 
power is dropped to 19.37mW by minimizing the 
load capacitance and transition factor and mostly the 
voltage swing value is minimized to a significant 
value. Owing to minimized internal power 
reduction, the total efficiency of the proposed model 
is more reliable and efficient for real time 
applications. The reduction of internal power, 
switching power and leakage power lead to minimal 
total power with the proposed model. The 
percentage of error correction rate for Sextuple Bit , 
Septuple Bit  and Octuple Bit  are found to be 46.4 
and 2 respectively.  However, the increased 
reliability of this hybrid type error correction code is 
achieved at a cost of slight increment in the overhead 
bits. The area, power and delay overhead of the 
proposed architecture is found to be 50088.491, 
20.7mW and 2.11ps which are very small compared 
to other ECC that are taken for experimental purpose 
and the low values of area, power and delay are 
mainly due to the use of encoder reuse technique. 
The proposed design methodology shows 
significantly reliable results to advance fabrication 
of the chip. The proposed model addressed both the 
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adjacent and random errors. The existing models are 
reasonably good for 3bit errors, but for higher bit 
errors, the model shows inferior performance and 
specifically, unable to address both adjacent and 
random bit error values. . These limitations are 
surpassed with the proposed model and significantly 
for 5-bit and 6-bit    with improved performance.  
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