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ABSTRACT 
 

Financial institutions worldwide are facing a major challenge in identifying unauthorized transactions.  
Financial organizations need sophisticated fraud detection systems to safeguard their financial stability and 
maintain customer confidence; nevertheless, the design of such systems may be hindered by many 
complexities.  The infrequency of illegal transactions and the disproportion in several transaction datasets, 
namely the few occurrences of fraudulent transactions relative to legitimate ones, exemplify these 
characteristics.  The dataset disparity may undermine the accuracy and effectiveness of a fraudulent activity 
detection program.  Disseminating customer information to provide a more effective centralized approach 
is impractical, since each bank is required to comply with data protection standards.  To ensure the user 
experience remains unaltered, the fraud detection solution must be both accessible and easily observable. 
As a result, this study presents an innovative approach in tackling these issues by combining Federated 
Learning (FL) with Explainable AI (XAI). FL financial institutions work together to train a model that can 
identify fraudulent activities without sharing client information directly. This protects the privacy and 
security of client information. The addition of XAI makes it definite that human specialists can understand 
and analyse the model's results, which gives the system more reliability and transparency. The FL-based 
fraudulent detection system regularly shows high-performance measures, as shown by experiments 
employing real transaction datasets. This study demonstrates that federated learning might serve as an 
effective and confidential instrument in combating fraudulent activity. 
 
Keywords: Federated Learning, Explainable AI, Fraud Detection Systems, Data Privacy, Client 

Information 
 
1. INTRODUCTION  
 

Financial transaction integrity is crucial in digital 
banking [1]. Digital platforms provide exceptional 
convenience, but they also expose customers to 
rising cyber dangers, notably bank account theft. 

Fraudulent actions threaten the global economy, 
financial security, and financial institution 
confidence [2]. Fraud, particularly in electronic 
banking and credit card transactions, causes yearly 
losses that need powerful detection techniques [3, 
4]. Financial organizations are researching new 
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fraud tactics [5]. The dynamic nature of unlawful 
operations, especially bank account fraud, which 
varies from credit card theft in its nuanced forms 
such as unauthorized transfers and account 
takeovers, provides distinct issues [6]. The 
psychological and economic effects on victims need 
detailed investigations using varied datasets. ML is 
widely used in fraud detection systems. However, 
data privacy problems and class disparities in 
financial datasets, which have a disproportionately 
low number of fraudulent transactions, impede 
model construction [7]. While centralized ML 
techniques can handle vast amounts of data, they 
fail to adapt to new fraud trends across institutions 
[8]. This study uses Federated Learning (FL), a 
privacy-preserving distributed learning framework, 
to train models collaboratively without data sharing 
[9]. FL allows organizations to train models locally 
and aggregate updates, enabling knowledge transfer 
and data confidentiality [10]. Explainable AI (XAI) 
approaches improve model transparency and 
confidence in AI-driven fraud detection, which is 
'black box' [11].  

 This research integrates FL and XAI to improve 
bank account fraud detection. The study has certain 
goals: 

• Implement FL-based fraud detection 
systems with local data storage and centralized 
model update aggregation to improve data privacy. 
Show that the recommended strategy is feasible 
using a web app.  

•  Create a reliable deep neural network 
(DNN) model to identify fraudulent transactions in 
federated datasets.  Improve model transparency 
and trust by using XAI approaches to interpret 
choices.  

• Impact on Practice: The FL-XAI system 
has several practical advantages. Financial 
institutions may work together to prevent fraud 
without sacrificing customer privacy, building 
confidence and security. The openness of XAI helps 
comprehend and validate model predictions, 
improving regulatory compliance and operational 
efficiency.  

The modular solution is straightforward to 
implement and integrate into current financial 
systems.[12] This study advances safe and 
interpretable AI-driven fraud detection, providing a 
scalable banking industry solution. Protecting the 
honesty and authenticity of monetary transactions is 
of the highest priority in this stage of digital 
banking. Despite the incredible ease this transition 
brings, it also leaves clients at risk from cyber 

challenges, with bank account hacking being a 
major concern.[13] There is an immense risk to the 
worldwide economy, people's financial security, 
and the credibility of financial institutions from 
financial scams, especially in the field of electronic 
banking with transactions made with credit cards. 
Fraud causes billions of dollars in deficits every 
year, which shows that there is a need for stronger 
techniques for identifying it.[14] As a result, 
financial institutions have initiated and supported 
research to detect and prevent fraudulent activities 
of any sort. However, because of its varied 
behaviours and constantly changing strategies, 
illicit activity is still challenging to grasp. The focus 
of this research is bank-related fraudulent activity, 
which is a common area that has been the focus of 
several studies.[15] The techniques, effects, and 
difficulties in detecting bank account fraud are 
different from those of other financial frauds. Bank 
account fraud might appear in more subdued forms, 
such as illegal transfers of cash, account 
acquisitions, or even fraud that results in the 
opening of fresh accounts, in contrast with credit 
card theft, where illegal activities can be quickly 
identified because of odd spending patterns. The 
victim may have over time psychological and 
economic consequences. Extensive study supported 
by large and varied datasets is necessary to 
comprehend and prevent these obstacles. Machine 
Learning (ML) is often used to train systems to 
make exact guesses based on data inputs, which is 
useful for making systems that can spot financial 
accounts' fraudulent activities. Selecting a machine 
learning method depends on the type of information 
and the fraud that the intended victim is trying to 
find. The records of bank account activities not only 
contain private information, but they also show an 
imbalance, with fewer fake transactions than real 
ones. These features make it harder to create a 
strong method for finding fraudulent 
transactions.[16] As a reflection of a centralized 
ML technique, bankers use their information to 
train several ML models to detect possibly illicit 
actions. This centralized approach is now 
extensively used in the financial services industry, 
mostly because of its capacity to handle massive 
volumes of data and detect underlying trends. 
However, there is a downside to the centralized 
approach: different institutions deal with different 
types of fraud, and it can be harder for them to spot 
new forms of abuse. At this moment, federated 
learning becomes relevant. 

New Federated Learning (FL) method for 
autonomous machine learning that protects privacy. 
It offers an alternate solution to this problem by 
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letting models be trained in local gadgets and only 
sharing changes that have been authorized by 
everyone. Collaboration and data security are the 
main areas where the unified method is different. 
The first one only works in one financial institution, 
but the second one involves numerous financial 
institutions working together [16]. More than a new 
technology approach, FL stands out in the fraud 
detection environment as an indication of a secret 
and collaborative countermeasure to illicit activities 
[17-19]. The reason is that it can integrate data from 
several sources without requiring direct data 
interchange, which is becoming an increasingly 
important feature [20,21]. Furthermore, FL 
prioritizes the communication of model changes 
over heavy data, making the process quicker, and 
more efficient, and protecting client data from any 
compromise [22]. 

AI-based methods for finding scams are also 
unclear and function in a "black box." Artificial 
intelligence must be efficient and reliable for 
important tasks like finding financial criminal 
activity [23-25]. Researchers solve the issue by 
adding XAI techniques to the FL-based financial 
issues scam detection described above. Not only 
does the proposed approach protect user privacy, 
but it also offers a way for people to work together 
to train artificial intelligence models, and it can be 
trusted. As a result, this study suggests a method for 
detecting fraud that makes use of FL & XAI 
together. There are a lot of positive features to this 
approach, but two of the most important are the 
openness and protection of client confidentiality. A 
synopsis of the study's findings is provided below. 

• By using an FL method for an improved 
fraud detection system, the privacy of financial 
datasets may be improved by ensuring that 
individual information is stored locally and only 
model updates are centralized. This approach 
naturally protects financial dataset privacy, which is 
a significant benefit in this era of data sensitivity. 

• By adding the suggested FL-based system 
to a web-based app, to see if the suggested method 
is feasible. Design a highly accurate model for a 
deep neural network, that can detect anomalies 
linked to forged transactions across multiple 
databases. 

• By incorporating the XAI technology, the 
model's choices become transparent, guaranteeing a 
new approach for identifying fraudulent activity 
systems. 

The final parts of this paper are shown below. In 
the second section, researcher discusses about the 

problem statement. In Section Three, methodology 
is provided, in Section 4, the researcher goes in-
depth about how the plan is implemented. The 
findings are provided in section five. In the sixth 
part, the study’s conclusion is presented. Section 3 
discusses the technique, Section 4 implements it, 
Section 5 offers the data and analysis, and Section 6 
summarizes the research. 

1.1 PROBLEM STATEMENT 
 
Financial institutions have an increasing problem in 
efficiently identifying and mitigating bank account 
fraud, attributed to the advancing complexity of 
cyber threats and the intrinsic constraints of 
conventional, centralized machine learning 
methodologies. The limitations include the 
potential exposure of sensitive client information, 
challenges in reacting to changing fraud tendencies 
across varied datasets, and the absence of 
transparency in AI-driven decision-making. There 
is an urgent need for a strong, privacy-preserving, 
and interpretable fraud detection system that can 
use collaborative learning while maintaining data 
security and ensuring clarity in model predictions. 
 
2. METHODOLOGY: 
 
The researcher described the suggested system 
design and the research methods in this section. 
 
2.1 Architectural Design for the Proposed 
System 
 
The researcher provided the suggested system 
architecture diagram that describes the framework 
and process of the FL technique for detecting bank 
fraud in Figure 1. A server that coordinates the 
training and aggregation of models across several 
financial institutions is at the basis of this system. 
Data remains inside each institution, protecting it 
against unauthorized access, as each node houses 
local DNN models trained on private data. These 
local models share their opinions, rather than the 
data itself, with a global model regularly. This 
helps the global model get better. This design not 
only uses the combined knowledge of all the 
organizations involved, but it also recognizes the 
necessity it is to keep financial data safe. 
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Figure 1 Block Diagram of the Suggested Federated 
Learning 

 
Individualistic roles and actions are performed by 
both the client & the server. The global model has 
been started by the server, usually from a pre-
trained model or with random values, and then sent 
to all participating banks to undergo local training. 
The server is in charge of combining the model 
updates that clients give back after finishing their 
local training to optimize the global model. More 
complex aggregation methods can also be used 
instead of summing weights. The server may use a 
held-out validation dataset to make sure the newly 
updated global model meets the speed standards 
after aggregation. Assuring that clients are using 
the most up-to-date edition of the global model; the 
server manages the linking of model changes. 
Additionally, it handles any contact that needs to 
happen between clients, even though the direct 
discussion between clients is usually very limited. 
Additionally, the client must train the 
obtained global model using their local 
information set. This requires running the model 
through many training epochs to fine-tune it using 
their unique data. When clients finish training 
locally, they update the model by sending any 
changes back to the main server. Protecting 
sensitive information is not an issue since no raw 
data is sent. Once it comes to raw data, clients must 
guarantee that it stays in the local setting. For 
privacy reasons and to make sure that privacy laws 
are followed, all information preparation, cleaning, 
and training are carried out in-house. Clients get the 
new global model for the next round of training 
after the server collects and improves it. To find 
fraud in new deals in real-time, clients can use the 
locally learned model and the FL system's group 
intelligence, all without putting data security at risk. 
The convergence and consistency in globally 
shared models are both guaranteed by this 
method. To identify patterns linked to fraudulent 

actions across federated datasets, a customized 
DNN framework was developed rather than relying 
on generic models. To better detect and target illicit 
activity, the model's design makes use of the 
massive computing power of DNNs. 
In addition, a unique method of fraud detection is 
presented by the suggested system model, which 
integrates FL and XAI. Since FL guarantees 
effective model training across many platforms 
without affecting the confidentiality of information, 
XAI provides model conclusions that are clear and 
understandable. Particularly in fields where 
comprehending the reasoning behind a model's 
choice is just as important as the choice itself, this 
combination is crucial. There are several 
advantages to FL. Firstly, there is a marked 
improvement in the security and confidentiality of 
data. This is because, unlike when transferred to 
centralized servers, raw data stays at its source, 
reducing the likelihood of breaches. This is an 
extremely important precaution to take since 
sensitive financial data is susceptible to online 
attacks. 
An improved and up-to-date fraud detection system 
is the result of FL's use of effective data usage, 
which involves training models on diverse data 
collected in real time from different sources. 
 
2.2. Suggested FL-based Model: 
 
The use of FL in the detection of fraud not only 
supports increased cooperation among institutions 
to address fraud in a dynamic environment but also 
utilizes the strength of collective information 
without affecting individual data privacy.  
Here is an example of a standard centralized ML 
model update using Stochastic Gradient Descent 
(SGD): 
 

𝑃 + 1 = 𝑃 − 𝑅âˆ ‡ 𝐿(𝑃) 
 
Here P stands for the model parameters, and ∇L(Pi) 
is the change in the loss function L concerning the 
model’s parameters at iteration i.  
 
The latest update is not administered centrally in 
FL. Rather, the global model is updated by 
aggregating the updates computed by each client. 
Updating the normal SGD to calculate multiple 
updates in every client and then average them on 
the server is the fundamental principle underlying 
the Federated averaging technique.  
 
Based on its data, each client C figures out its 
update for the specified global model G: 
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𝑃
 + 1 = 𝑃 − 𝑅âˆ ‡ 𝐿(𝑃) 

 
Here LC stands for the loss in client C. The server 
puts together all of the local changes that have been 
made by each client to make the global model 
update. Federated average usually does this by 
adding up all the local changes and giving them 
weight. 
 

𝑃 + 1 = â
𝑆

𝑆
𝑃




+ 1 

 
Assuming that S is the sum of all customers' data 
points and SC is the number of points for client C. 
 
Several rounds of this method are repeated until 
convergence is achieved. One important benefit is 
that data privacy is preserved since only model 
changes are shared. Federated averaging, which 
essentially provides a middle ground between local 
and centrally managed learning, enables models to 
make use of a variety of local information sources 
without affecting user privacy. 
 
2.3. Integration of Explainable AI: 
 
Interpretability is essential in the banking sector. 
Evaluating the choices & predictions generated by 
models is crucial because they have significant real-
world consequences. To fill this gap, among the 
need for openness and the opacity of particular 
models, XAI has developed. When included in the 
FL model, these XAI approaches provide 
stakeholders insights that increase trust in the 
model's predictions. Troubleshooting and refining 
models, addressing any prejudices or malware, is 
made easier with an awareness of feature 
significance.  
 
Shapley Additive Explanations (SHAP) is a well-
known artificial intelligence method. Emerging 
from game theory, SHAP values give a single way 
to measure the significance of a feature by 
calculating the difference between what the model 
says will happen and what the average predicts will 
happen for each feature. An instance's SHAP value 
is that feature's average addition to all the possible 
combos of features for that instance. 
 
Feature's SHAP value is determined by:  
 

âˆ … (𝑓)

= â
|𝐵|! (|𝑁| − |𝐵| − 1)!

|𝑁|!âŠறே[]
 [𝑓(𝐵âˆª(𝑘)]

− 𝑓(𝐵)] 
 
All features are included in the set N. To remove 
feature K from N, B is taken as a subset of N. For 
each set B of input characteristics, f(B) represents 
the model's prediction. 
  
3 SPECIFICATIONS OF THE 
IMPLEMENTATION 
 
The steps for implementing the suggested method 
are illustrated in Figure 2. Examinations are done 
first, data is processed, FL is built, and XAI 
interaction methods are used.  
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Figure 2 Flowchart of the Suggested System 
 
3.1. Dataset 
 
Based on a real-world sample from the present day, 
the study includes realistic data for finding 
fraudulent activities. With over 33 different 
features, the sample has 29,043 items. Different 
types of data are in this large collection. There are 
18 columns of numeric data, 11 columns of 
floating-point data, and 6 columns of category or 
string data. The following are the attributes found 
in the dataset: 

i. Earnings: This is the user's cash, and it is 
a float-type constant number. 

ii. client_age: The customer's years of age. 
iii. planned_balcony_amount: The amount 

deposited in the balcony.  
iv. credit_risk_rate: An indicator of the 

possibility of a threat of extending credit 
to the person or business. 

v. phone_house_authentic, 
phone_cell_authentic: Home and mobile 
phone number validity indicators based on 
points or binaries. 

vi. email_costless: Some email providers, 
like Gmail and Yahoo, are free. This is 
shown by a binary number. 

vii. month: Most often, this indicates the 
month in which the financial transaction or 
information was recorded. 

viii. job_status, transaction_mode, 
residential_status, device_os, 
transaction_mode: The client's job 
condition, residential situation, data 
source, and operating system are all 
indicated by these category qualities, 
together with the mode of transaction.  

ix. request_lasting_days: A variable that 
always shows the days that have passed 
since a certain request, like a request for 
an account transaction statement. 

x. present_residence_count_month, 
former_residence_count_month: 
Measures of a period, measured in months, 
spent at the present and former addresses. 

xi. uniformity_name_email: A constantly 
changing variable that stores the score for 
how close an individual's name and email 
address are.  

xii. fraud bool: This variable serves as a 
target for predictive models and is 
characterized by being binary. It may be 
used to determine whether the record was 
fake (1) or not (0). Figures (3A – 3I) show 
the unique features of the dataset's 
distribution.  
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3.2. Equalizing Data 
 
The Synthetic Minority Oversampling Technology 
(SMOTE) was used to balance the data because it 
was very unbalanced, as shown in Figure 4. A 
common way to fix class mismatch is to use the 
SMOTE method, which creates fake samples in the 
feature space. It is used to make sure that there are 
similar numbers of samples for both the majority 
and minority groups. This evens out any 
imbalances in the training data.  
 

 
 

Figure 4 Unbalanced Dispersion of Suggested Dataset 
 
3.3. Pre-Processing of Dataset: 
 
Two separate approaches were used in the study to 
handle the dataset's missing data. To fill in the 
details for quantitative characteristics, researchers 
utilized the average value of the corresponding 
column. The most common value is used for 
inputting with categorical characteristics, on the 
other hand. 
For columns with floating-point values, outlier 
elimination was done during the data preparation 
step. Any data values that exceeded 1.5 times the 
IQR of the initial (Q1)/third quartile (Q3) were 
classified as outliers and then removed from the 
dataset using that IQR approach to increase the 
data's resilience. 
Following this, as shown in Figure 5, a correlation 
matrix was generated to investigate the connections 
and possible correlations among the numerical 
characteristics. Then, a heatmap was created from 
this matrix, which showed the linear correlations 
between variables in a colour-coded form. The 
significant correlations or possible multicollinearity 
situations can be easily seen using the colours in 
this heatmap, which vary from shades signifying 
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ideal negative correlation to shades indicating ideal 
positive correlation.  

 
 
Figure 5 Correlation Matrix for Fraudulent Dataset 
 
3.4. Figuring out Attributes 
 
Feature engineering was used to make the data 
easier for the model to understand so it could learn 
from it:  

 Data Binning: To construct the binned 
income column, the continuous income 
columns were split into intervals. One 
method for dividing continuous data into 
discrete sets is binning. Instead of using 
individual income values, the model may 
be able to identify patterns or trends more 
readily across income ranges by splitting 
the income into 10 discrete bins and 
indicating them with numbers. 

 One-Hot Encoding: Data columns 
including housing status, source, payment 
type, employment status, and device os 
were encoded using one-hot. To help 
machine learning algorithms improve their 
prediction abilities, one-hot encoding may 
be used to transform categorical data into a 
more suitable format. A new 
binary column is generated for every 
distinct value in the primary category 
column. For models like neural networks, 
which perform more effectively with 
numerical input, this translation is crucial. 

3.5. DL Model: 
 
A 3-layer dense neural network that makes up the 
deep learning (DL) model was used for this 
investigation. The Rectified Linear Unit 
(ReLU) activation function is used by the first 

layer, which has sixty-four neurons and receives the 
input shape from the characteristic dimension of the 
validation datasets. There are thirty-two neurons in 
the next layer, which is also triggered by ReLU. 
The terminal layer is made up of a single neuron 
that is triggered by a sigmoid function and is 
intended for binary classification. The function 
of binary cross-entropy (BCE) assesses prediction 
losses, and the Adam algorithm for optimization is 
used to modify the model's weights.  
 
3.6. Evaluation and Training: 
 
Data splitting was done in this study after the data 
had undergone pre-processing. This study used the 
commonly used technique of dividing the data in 
81% for training & 19% for testing to ensure 
impartial and random division. The modified 
training dataset was divided into three sections, 
designated Y train1, Y train2, and Y train3, in order 
to integrate these datasets into FL. 
 
3.7. Indicators of Performance: 
 
This is essential to choose a suitable measure that 
represents the ML model's precision and 
dependability to evaluate the model's efficiency. 
One popular and easy-to-understand statistic is the 
confusion matrix, which is beneficial for binary 
classification tasks like differentiating between the 
two results. Four separate prediction results are 
provided by this confusion matrix: 

i. If a financial transaction is correctly 
identified as fraud, it is called a "Correct 
Positive." 

ii. If a transaction is wrongly classified as 
fraud, it is called an "Incorrect Positive."  

iii. If a transaction is erroneously identified as 
legitimate, it is called an "Incorrect 
Negative."  

iv. If a transaction is precisely identified as 
legitimate, it is called a "Correct 
Negative." 

Employing the validation dataset, a multifaceted 
metric approach was used to determine model 
performance:  
 

 Precision measures the degree to which 
suitable statements end up coming true. 

 Recall Indicates the number of correctly 
sorted hits.  

 F1-Score strikes an appropriate balance 
between accuracy and memory, which is 
especially important when there are class 
differences. 
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 The number of correct guesses made is 
shown by accuracy. 
 

3.8. Explicable AI Integration 
 
To demonstrate the relevance of features, 
researchers use the SHAP approach, which 
provides an assessment of the way each 
characteristic corresponds to a predefined baseline. 
 
3.8.1. Configuration for Simulations: 
 
The simulation setup offers a comprehensive view 
of the way individual customer-side models might 
aid in the learning of a global model by using 
current DL frameworks and including FL. Without 
exchanging raw data, the FL architecture seeks to 
decentralize model training across many clients. 
Researchers clarify model choices using SHAP 
after training to improve their interpretability. A set 
of software tools was used to create the simulation 
to support FL and further assessments. For server-
client communication, a lightweight web 
application framework was created using FastAPI. 
DL procedures, including the creation, training, and 
assessment of the neural network model, were 
made easier using the PyTorch library. AJAX 
cross-origin capability was ensured by using the 
FastAPI-CORS extension to handle Cross-Origin 
Resource Sharing (CORS). Port 5000 was used to 
reach the server, which was set up to run locally. 
 
4. ANALYSIS AND OUTCOMES: 
 
The success measures of the shared approach were 
well evaluated in this part. The researcher also 
showed off the web-based system that was made 
for this study. The strength of XAI was also used to 
figure out the way the model made its choices and 
find key traits that are essential for finding scams. 
The goal of this research is to confirm that this 
method works as well as offer new ideas that might 
change the method by which fraudulent activity is 
found. 
 
4.1. Web-based Architecture: 
 
The FL configuration is shown in Figures 6A and 
6B. Each client's progress is shown on the HTML 
page as it uses the global model that was retrieved 
at the central server to train its local dataset before 
updating the server's database with its model 
weights, not actual data. The clients have three 
status updates: idle, training, and updating. While 
the client waits for the server to provide the updated 

global model, its status becomes idle. The number 
"33" on the Gradient Updates tab indicates how 
many times the federated learning paradigm has 
been trained on client-side systems as the server 
and client communicate in real-time. The website is 
updated based on recall, F1-score, accuracy, and 
precision, for every iteration.  
 

 
Figure 6A Status of Customer 
 

 
Figure 6B Training Metrics 
 

 
 
Figure 6C Training Dashboard of FL 
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A graph showing the accuracy of updates in real-
time is shown in Figure 6D. As the precision of the 
computations grows and the Gradient Update rises, 
this graph likewise updates itself. From the results, 
it is observed that the FL model converges in 
accuracy as a result of the time required to collect 
information from all clients. There is an apparent 
94% accuracy score, and the accuracy improves 
dramatically.  
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1

1.2

 
Figure 6D Performance Metrics of FL 

 
4.2. Performance Metrics for the Model: 
 
Figure 7A shows the accuracy and F1 Score of the 
FL model. This suggests that the model 
convergence occurs because it takes time to group 
information from all clients. There is a clear 
precision rating of 94%, and the degree of precision 
goes up exponentially.  
 
As the number of epochs grows, the FL model's 
accuracy rises linearly until around 40 epochs, as 
shown in Figure 7B. The accuracy begins to 
oscillate and does not rise as much after around 
forty epochs. This might mean that the model is 
gaining information from the training data to the 
extent that it can. The FL model's recall goes up as 
the total number of epochs grows as shown in 
Figure 7C. The model can learn more from the 
training dataset and become better at finding 
successful instances over time. There are more 
epochs in Figure 7A, which shows that the F1-score 
for the FL model rises high. This shows that the 
model can become more effective in predicting 
future outcomes by absorbing additional 
information from the training set. On the other 
hand, as the total number of epochs grows, the 
graph reveals that the improvement rate falls. The 
reason is that at some point, the model will have 

learned all it can from the training data, and there 
will be little opportunity for progress after that. 
 

  
Figure 7A Accuracy and F1 Score of FL Model 

 

 
Figure 7B FL Model's Accuracy 
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Figure 7C FL Model's Recall 

 
The objective of the study was to find out where 
information privacy benefits come from using an 
FL-based method for advanced malicious detection 
technologies. When FL was contrasted to other 
centralized machine learning models, it was clear 
that the real data was not shared. Instead, model 
weights were transmitted to a central computer to 
be combined and a global model was developed. 
The idea behind the shared learning model came 
from this iterative method.  
 
4.3. Observations from Explainable Artificial 

Intelligence: 
 
The model's explication has been assessed using the 
SHAP plots. Both the positive and negative impacts 
of attribute values on output prediction, as 
compared to the baseline value, are shown by the 
colour labelling (Purple and Green) in the SHAP 
plots. All of the model's output values averaged out 
across the dataset make up the baseline value, 
which is utilized as the point of reference. The 
researcher observed that in the SHAP plots, the 
purple area represents an attribute value that 
improved the prediction value. Whereas the 
green colour indicates that the estimated amount 
was reduced due to a certain attribute value. In the 
purple side of each of the customer plots, feature 
2.087 shows that it positively affects the FL model's 
prediction. The degree to which a characteristic 
influences the SHAP values may be determined by 
looking at their magnitude, or by observing how far 
they deviate from the baseline. Larger magnitudes 
indicate that the attribute has a significant influence 
on the estimation, whether they are positive or 
negative. For instance, in the subsequent SHAP plot 
(Figure 8B), characteristics 2.16, 0.419, as well as 

0.518 carried a greater influence on the model's 
prediction than features 1.16 and -0.9. 

 
Figure 8A SHAP Plot for Customer 1 

 

 
 

Figure 8B SHAP Plot for Customer 2 

 
 

Figure 8C SHAP Plot for Customer 3 
 
5. Conclusion 
 
This study offered a novel approach to identifying 
bank account fraud by combining Explainable AI 
(XAI) with Federated Learning (FL) in a 
synergistic way. The FL-based technology allowed 
for collaborative model training across financial 
institutions without jeopardizing confidential 
customer data, which is a departure from 
conventional centralized machine learning 
techniques. This tackles a significant issue in the 
financial industry, where privacy issues often 
obstruct efficient data exchange and teamwork. The 
system's originality was further increased with the 
addition of XAI, more especially Shapley Additive 
Explanations (SHAP), which made the model's 
decision-making process transparent and 
interpretable. This promotes operational 
effectiveness and regulatory compliance in addition 
to increasing stakeholder confidence. We showed 
how crucial financial security judgments may be 
both accurate and explicable by illuminating the 
"black box" of AI. This study has important 
practical implications. The viability of 
implementing such a system in actual financial 
situations was shown by the web-based 
implementation. Our strategy gives institutions the 
ability to work together to fight fraud while 
protecting data privacy by facilitating safe, 
cooperative learning. Financial institutions' 
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approaches to fraud detection might be 
revolutionized by this, shifting toward AI-driven 
solutions that are more transparent and safer.  
Furthermore, the flexibility and efficacy of our 
approach are shown by the adaptation of a deep 
neural network (DNN) architecture for federated 
datasets. The strong performance metrics attained 
during testing highlight how this strategy has the 
potential to greatly lower financial losses and 
improve security. Essentially, this study offers a 
novel approach for tackling the twin problems of 
model interpretability and data privacy in fraud 
detection. The foundation for future developments 
in safe and open AI-driven financial systems is laid 
by this study, which shows the effectiveness of FL 
and XAI in a real-world application. This study has 
an effect by offering a scalable and privacy-
preserving technique that boosts confidence in AI-
driven fraud detection systems and facilitates 
improved financial institution cooperation.  
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