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ABSTRACT

The WIMAX mesh networks based on IEEE 802.16 stahds being implemented with the goal of
establishing open, easily extensible and managewdtigorks for a variety of people-centric applioas.

As an extension of point-to-multipoint (PMP) configtion, the IEEE 802.16 mesh mode provides a
quicker and more flexible approach for network dgpient and administration. Multimedia networking
requires quality-of-service (QoS) support, whiclmd@ds promising and potential mechanisms in additio
to the four service types defined in the speciiizat In this paper, we design a general algoritlon f
subscriber stations (SSs) to achieve concurremtstngssion in both uplink and downlink streams.
Mechanisms for constructing and making adjustméntoating trees are also given in this paper. By
examining standard, centralized and distributecedaling/routing schemes in the mesh mode from QoS
aspect, a BS-controlled and delay-sensitive scheglubuting scheme is proposed. Simulation resiitsy
that overall end-to-end throughput is greatly inya@ when using our algorithm for concurrency arat th
the algorithm performs better when the routing tie@djusted. The average delay as well as theydela
jitters per hop in the proposed scheme is lowen that of the distributed scheme and much lowen that

of the centralized scheme. Furthermore, proposechamisms can also achieve higher throughput and
generate much lesser signaling overhead, makinframework a promising one for multimedia support.

Keywords: IEEE 802.16. WIMAX Mesh, QOS, Scheduling, Througt@oncurrent Transmission

1. INTRODUCTION demanding physical environment and different
service requirements of the frequencies ranging
The WIMAX (World Interoperability for between 2 and 11 GHz, the 802.16a project
Microwave Access) technology based on thepgrades the MAC to provide automatic repeat
pioneering IEEE 802.16 standards addresses thequest (ARQ) and support for mesh [2]. The Mesh
last-mile broadband wireless access (BWA)node is the critical extension to the PMP mode
problem in metropolitan areas and underservedith the unique advantage of less coverage path
rural areas. In order to gain the distinct advaggag loss. The coverage and robustness have improved
of fast and cost-effective deployment, WiMAX isexponentially as subscribers are being added and
considered as one of the most promisinghe larger user throughput over multiple-hop paths
technologies in the ever-green wirelesss being realized [3, 4]. Capacity enhancement in
communication domain. As various kinds ofmesh networks is another feather in the case of
wireless networks evolve to provide a spectrum ahesh networks. One way to increase the capacity of
new-generation services, a key technology, wireleske multi-hop systems is to allow concurrency
mesh network (WMN), has emerged recently and ismong the multi-hop transmissions. For example,
on the faster evolution mode [1]. There are reaMWei et al. [5] has proposed an interference-aware
time and real-world applications out of thisroute construction algorithm and centralized
emerging technology. scheduling scheme, which achieves high utilization
of the WIMAX Mesh network. However, that
IEEE 802.16 MAC protocol is mainly designed foralgorithm may result non-minimized interference
point-to-multipoint (PMP) access in wirelessalong the path because of the entry order. Further
broadband application. To accommodate the mowmn, it is more constrained by the format of
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centralized scheduling messages as the schedulingtwork. A transmission can take place between
information generated by the algorithm has to bevo SSs within a mesh or within two different
concurrently transmitted to every SS. This clearlyneshes. The transmission between two SSs within
paves the way for deeper exploration and calls fa mesh can occur via other SSs within the mesh
extensive work on sufficiently improving thewhich may or may not involve the MBS.
capacity of mesh networks. Transmission between two SSs in two different
meshes involves transmission from SS to MBS
There are two basic mechanisms to schedule dgjossibly via other SSs within the mesh), from
transmission in the IEEE 802.16 mesh network [6]MBS to BS, from BS to MBS of receiver mesh and
centralized and distributed scheduling. Infinally from that MBS to the receiver SS.
centralized scheduling, the base station (BS) wort BS
like the cluster head and determines time slc
allocation of each SS. In order to transmit dat
packets, the SS is required to submit the reque
packet (Layer 2 frame namely BW_REQ) to the B¢
via the control channel. The BS grants the acce:
request by sending the slot allocation schedul
called UL_MAP (uplink map for slot access) to all
SS nodes. Since all the control and data packe
need to go through the BS, the schedulin
procedure happens to be very simple; however
longer path in the mesh network is inevitable. Ol
the other hand, in distributed scheduling, every
node competes for channel access using an election

algorithm based on the scheduling information o esh Mode Frame Structure: The IEEE 802.16

the two-hop neighbors. Distributed scheduling i :
more flexible in terms of route selection (e.g. %St:j I!“”Ode dIVIdA?bstu%portﬁ db?th lc\:/lenttrallfz?hd
shortest path route can be used) at the cost béhig scheduling and distributed scheduling. Viost of the

. . - algorithms discussed here focus on the centralized
signaling overhead for the exchange of schedulin ; X
information. Some research works [7][9] haveaes'h scheme to establish high-speed broadband

designed for routing and transmission treéne.Sh connections, 'n.Wh'C.h MBS coordinates the
Lo ; . . radio resource allocation within the mesh network.
construction in centralized scheduling. In ligifit

Wei et al's work, in this paper we have proposed gontrary to the_ basic PMP. mode, there are no
general algorithm for SSs to achieve concurrerﬁeparalte downlink and uplink subframes in t_he
transmission in both uplink and downlink streamd"€Sh mode. The mesh mode only supports Time
based on IEEE 802.16 centralized scheduling. | vision Duplex (TDD) to share the channel

addition, we have compared the performance of t rzxvge:or;[ziestsu%;n; ggrirctan%O\gng;g Q‘J b?:Zrthe
algorithm with different routing trees and this '

shows that the end-to-end throughput of ouf e control subframe serves two functions:

algorithm is significantly enhanced. Also, we focu etworlk control and schedule _control. The _data
on the combined scheduling with QoS support anfj@me is shared between centralized and distributed
propose a new cut-though mechanism for Iowe?Chedu“ng'

end-to-end delay in the 802.16 mesh network.

Mesh-2

MBS - Mesh Base Station
55 - Subscriber Station
B% - Baze Station

Mesh-1

Fig. 1: A typical Mesh Network

In a network control subframe, mesh network
configuration (MSH-NCFG) and mesh network
entry (MSH-NENT) packets provide some basic
The IEEE 802.16 standard specifies both PMP anlsslltal/oflj ggr:;:muurglt(i:gr?oigf(:?r;a?ig?weslntoa ?éﬁg‘;ﬁ?:
mesh technologies. The main difference between 9 :

; : control subframe, the mesh centralized scheduling
PMP and mesh modes is that in PMP mode, traffi ’ ; )
only occurs between the BS and SSs where as SHCSCH) and mesh centralized scheduling

mesh mode, traffic can be routed through other SS%(_)nflgu.rat.mn (MSHCSCF) packgts are used _for
As shown in Fig. 1, the overall area is dividedint ransmission bursts cprrespondmg to centra_llzgd
meshes and mana’ged by a single node, which MRessages, and rest is allocated to transmission

Ursts containing mesh distributed scheduling
_refer to as Me_zsh BS (MBS). It serves as th MSH-DSCH) packets for distributed scheduling.
interface for WiMAX-based mesh to the externa . .

he data subframe consists of minislots. Each

2. RELATED WORK
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minislot, except the last minislot, consists of b1

[d(OFDM symbols/frame - MSH-CTRL-LEN
x7)/256€e] symbols, where MSH-CTRL-LEN in the bizpd
length of the 802.16 mesh control plane. A

scheduled allocation consists of one or mory;,.,
minislots.

A). Minimizing Interference

Motivation: Multiple-access interference is a major
limiting factor for wireless communication systems. ] ) )
Interference in wireless systems is one of the most Fig. 2: Example of Blocking metric B (K) =
significant factors that limit the network capacity 2+4+3+4=13; B’ (K) =2+4+5+4=15

and scalability. The motivation of the paper [19] i The new node chooses the potential sponsoring

to design an efficient multi-hop routing andpodes based on the blocking metric information. It

scheduling scheme that is interference-aware argects a sponsoring node with least blocking value
hence maximizes parallel transmission, prowdln% _ _
high throughput and scalability. ) Interference-Aware Scheduling: The design

goal of interference-aware scheduling is to exploit
The scheme proposed in [11] includes a noveloncurrent transmission to achieve high system
interference-aware route construction algorithm anghroughput. Let D(k) denotes the capacity request
an enhanced centralized mesh scheduling schengg.an SS node from k. D(k) can also be represented
which takes both traffic load demand andn terms of Y(j) for every link j. In each allocati
interference conditions into consideration. Thisteration t, the scheduling algorithm determines a
provides better spatial reuse and hence highggt of active links. Then the link with highest
spectral efficiency. The scheme is based on a tregnallocated traffic demand is selected for next
based routing framework. The paper considergllocation of unit traffic. The interfering linkse
WiMAX-based mesh which is managed by Meshexcluded. The iterative allocation continues until
BS. The metric considered for routing is b|OCking:here is no unallocated Capacity request. The
metric B(k). The Blocking Metric B(k) of a algorithm is shown in Table 1.
multihop route indicates the number of
blocked/interfered nodes by all the intermediateTable 1: Interference-Aware Scheduling Algorithm
nodes along the route from the root node towards/t = 1; -> time
the destination node k. The paper defines blocking/k = link (arg max Y(j))

value bf) of a noden, as the number of | j/p = set of blocked links is this iteration

blocked/interfered nodes when is transmitting. | //a = set of selected active links in this iteratio
Thus blocking metric of a route is summation of the //maxN -> Initialize parent node for node 1, 2,..|n

blocking values of nodes that transmits or forwards//argmaxy = maximum value of link
packets along the route. //demandY = Demands for any link
/laL = Active Links of Time t
Algorithm: The algorithm consists of two parts: //bN = clocked Neighbor link of k
while(demandY > 0)

1) Interference-Aware Route Construction: The | ¢
scheme selects routes with less interference. To o = argmaxy;
so, the blocking metric for the different routes t g = maxN:
the destination from the source are computed. Thenp = maxN:
the route with the least value of the blocking ricetr
is selected as it will cause least interference as while(k 1= maxN)
compared to other routes. The example for the {

computation of blocking metric is shown in Fig. 2/ k=k+ a:

In this example, the first path is selected. k=DbN + b;
k = argmaxy;
}
aL = a;
t=t+1,

demandY = demandY — 1;}

L]}
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AdvantagesThe algorithm is compared to the basidess than one child, ordered by their appearance in
random scheduling described in the IEEE 802.1the routing tree, rebroadcast the MSHCSCH: Grant
standards. They have also compared it with theessage. This process repeat until all the SSs
theoretical upper bound obtained by lineareceive MSH-CSCH: Grant. After receiving a
programming. In chain topology, the throughpuMSH-CSCH: Grant message, the SSs determine its
achieved outperforms basic scheme and #ctual uplink and downlink transmission time from
approaches the upper bound. While in case #iSH-CSCH: Grant by a common algorithm which
random mesh topology, the throughput is bettadivides the frame proportionally. In the next
than basic scheme but it is less than the uppeection, we will discuss a concurrent transmission
bound obtained by linear programming. Thealgorithm in detail to enhance the overall
algorithm leads to better spatial reuse and thubkroughput for centralized scheduling.
higher spectral efficiency.
C). Achieving Concurrent Transmission
Limitations: The given routing scheme in the paper
suffers from the limitation that they consider theLink Interferencee The wireless network
number of blocking nodes as routing metric. Eveinherently uses a shared medium to communicate
if a blocked node does not have any packet to sengith neighboring nodes. In a single-channel Time
it is considered for calculation. The number oDivision Duplex (TDD) network, any unicast
blocked nodes does not give you the real picture efansmission follows the principle that there must
interference in the network. The better metricois tbe only one receiver among the neighborhood of a
consider number of packets in the blocked nodes. transmitter and there must be only one transmitter
among the neighborhood of a receiver. As we can
B). Throughput Enhancement in WiMAX Mesh see in Fig. 3, the solid lines with arrow denote
directional links in the routing tree. The dashed
There are two control messages, MSH-CSCHknes connect the neighboring nodes in one-hop.
(Mesh centralized scheduling Configuration) andind the curves with arrow denote the interference
MSH-CSCH (Mesh centralized scheduling), inby an active link. Let L(x,y) represent the linloffin
centralized scheduling. MSH-CSCF message to y, then the interfered links by L(4,6) are 4%
delivers the information of channel configurationL(2,4), L(5,2), L(4,2), L(BS,2), L(BS,1), L(3,1).4.
and routing tree, while MSH-CSCH messagavhen node 4 is transmitting data to node 6, the 7
delivers the information of bandwidth request andinks above can't be active to avoid collision. The
grant and updating of routing tree. number of Interfered links by L(x,y) is given by
I(x,y), so 1(4,6)=7 for example.
The BS generates MSH-CSCF and broadcasts it to
all its neighbors, and all the BS neighbors shalConstructing Routing Tree - The performance of
forward (rebroadcast) this message according to itentralized scheduling method sharply goes up due
index number specified in the message. Thit the application of a well-structured routingetre
process repeats until all SS nodes have broadcastedchanism. To reduce the interference between
the MSH-CSCF message. According to the routinfinks, balance traffic load, and shorten the pedbd
tree in MSH-CSCF message, all the SSs maintainraquest and grant, the structure of the routing tre
routing tree whose root is BS and children are SSplays a key role. In this section, we propose a
All SSs are eligible to transmit MSH-CSCH: construction algorithm based on interference to
Request message. The transmission order a@thieve the following concurrent algorithm, and to
determined with regard to the hop-count - the onienprove network performance.
with the largest hop-count is transmitted firstt bu
retains the transmission order as listed in the
routing tree for nodes with the same hop-count.
Before transmitting a MSH-CSCH: Request
message, an SS puts the requests from its children
into its own MSH-CSCH: Request and transmits it
to father node. Thus, the BS can gather bandwidth
requests from all the SSs, and assign spatial
resource for SSs. These assignments (grants) are
put in MSHCSCH: Grant message and broadcasted
by BS. Then the BS’s children node which has no
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Fig. 3: Link Interference in routing tree Fig. 4: Construction and adjustment of routing tree

Assume BS-z-y-x is a path in the routing tree, an@oncurrent Transmission Algorithm: Achieving
Py(x) is the sum of uplink and downlink gpatial reuse with concurrency is an effectual
mterference_through the path f(om node X Whosgethod to improve the throughput in multi-hop
father node is y to BS. So Py(x) is calculated by systems. After analyzing the scheduling and
construction of routing tree in WiMax Mesh
P(X)=1(xy)+1(y,x)+P,(y) ... networks, we propose a concurrent transmission
A algorithm with no collision to improve the overall
) end-to-end throughput.
In Fig. 1, for example,
P,©6)=146)+1(64)+P,4) The idea of the algorithm in uplink is described as
follows. The order of transmission time
We suppose network begins with only one BS, andetermination in uplink is the same as transmission
all the SSs enter the network one by one. When &#der of MSH-CSCH: Request, i.e., nodes with the
SS is entering, all its neighbor nodes are eligible biggest hop-count first, and remain the order i th
be the father node of the entering SS. In order #®uting tree for nodes with the same hop-count. The
minimize interference, the entering SS should seleffansmission time should be as early as possible on
a father node with minimal interference. So fathegondition that no collision would happen.

node is Considering the delay of relaying data, the
E —ar . P(X) 2 transmission time of an SS should not be earlier
x =arg _m[nh'bn() i - (2 than any of its children’'s. The algorithm is
iONeighbor (x

described as following.

Where Neighbor(x) is a set of x's neighbor nodes tape 2: Concurrent Transmission Algorithm

. . . /I x = neighbor node
So far we have considered the minimal interferencg ¢, — tather node

along the path, but after an SS entering the ndxl;wor[/ t = time

the interference value on the path of other SS§ W1y = Time assigned to node

the network might be changed. Therefore, the entry o — 1, (Nodes Assigned Tx time)

order impacts the construction of routing tree. |A; g = {1,2,..n} (Nodes Assigned upto infinity)
better method to construct routing tree is to makp gy = A,s"signed % node to record time
the impacted SSs select the father node once MojeR .+ = father node record time

Fig. 4 represents the process of entering and

adjustment, where SS5 is the entry node. After S%ile(B 1= Tx)

entered the network, P2(4)=46,P5(4)=30, so h{e
father node of SS4 is adjusted from SS2 to SS5.

X =1 /I i = Maxum hopcount
C=Tx; /I interference time

For (intj=1;j<=x;j++) /l forall g
neighbor(x)
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H Irt Serv: Path mag
1 DiffServ: DSCP

C = C + (Rx[j] + t[j])

} Qof Request wiavg.
for(int k = 1; k <= fx; k++)  // for all k¢ Eret T
neig hbo;(fatheg) @ﬂ oot C?ﬂow Tabe 3. Scheduling
constradion
C =C + (Tx[K] + t[k]) () P R T
Tag (R : database
Tx =C; [l assign x’s Tx time C_+ H
Rxfx = Tx; /I record Rx time of X's == | uss | — P
father e : for each senice e Link nrmaton
A:A+X; // Add XtOA e —  [ata Flow
B=B-x; /I Remove x from B tmmrd- Signaling Flou
} ¥
Mext 55 [mccordingto Flow Table
Note that the algorithm in downlink is similar to Fig. 5: QoS Framework
that in uplink.
(1) The framework adopts cross-layer integration
D). QoS Framework and M echanisms for that incorporates some IP layer functionalitiethat
WiMAX Mesh BS and SS nodes, such as processing and

interpretation of IP header, mapping of L3 service
QoS Framework: There are both pros and cons intypes to 802.16 service types (iteft))( admission
the basic centralized and distributed schedulingontrol and route selection according to current
schemes for the IEEE 802.16 mesh networks. THead of the network (itenf2)), flow table setup for
centralized scheduling scheme has the advantagerofiting in the Mesh network (ite(8)), etc.
centralized control with better and more effective
QoS support but suffers from the longer(2) The BS works as the centralized controller of
transmission path, which increases the consumptid@oS support, maintains topological and current link
of link capacity. On the other hand, the distriloute State information, and is responsible for admission
scheduling has the advantage of using shortest-patbntrol, route selection, and scheduling of data
route but suffers from the larger signaling cos¢ dutransmission (iteng2)).
to 2- hop neighbor's competition for channel
access. Therefore, we try to design a Qo$3) After the BS determines the routing path for an
framework that makes the best of the advantages a¢cepted flow, the routing path is established teefo
the centralized and distributed scheduling schemeé&ta transmission via setting up the flow tablen(it
and avoids their disadvantages as much as possibl@)) at each SS along the path. A routing tag
denoted byRtagis assigned and added in the flow
Fig. 5 displays the architecture of the propose& Qdable for fast routing the traffic of the flow (ite
framework at the BS and SS nodes. The main iddd)).
behind the framework is that we take advantage of
the centralized control for scheduling and rout¢4) Subscriber stations access the data channel in
selection. However, we avoid the longerthe allocated time slots according to the instarcti
transmission path by adopting the flow setup phadé/L-MAP) from the BS, and transmits data packets
and maintaining routing information at each SS foto the next hop according to the value Rfag
QoS flows to provide more efficient route control.added in the header of the data frame and the flow
Novel features of the QoS framework are listed akble (item(5)). Note that usingRtagin 802.16 data
follows: frame header for fast packet routing is similathi®
idea of Multi-Protocol Label Switching(MPLS
[11]. Moreover, each SS estimates its current link
delay (the system time of each QoS queue in the
SS) and reports its link state to the BS on a segul
basis.
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E). QoS Scheduling and M echanisms initiation bandwidth request (BW_REQ), we should

adopt the idea of cut-through in ATM network. In
The IEEE 802.16 provides the QoS to achieve theur proposedExpedited Queue (EQ3cheduling
multimedia service in BWA. There are five servicescheme, when the traffic flow passed the admission
types in the 802.16Unsolicited Grant Service control policy and belonged to UGS service, the
(UGS), extend real-time Polling Service (ertPS)resource allocation function should consider both
real-time Polling Service (rtPS), non-real-timeper hop BW_REQ and end-to-end route path. Our
Polling Service (nrtPS), and Best Effort (BE) EQ scheme provides absolute QoS guarantee for
Since real time multimedia traffic needs sufficientUJGS service type with highest priority. We have
bandwidth and low delay, the UGS service typeadded a special queue in each SS for supporting
designed to support the appropriate service. UGS flow and there is no need to be scheduled.
When sender SS of UGS flow requests BW_REQ,
A specific scheduling algorithm is not described fothe BS allocated the slots based on its requets slo
PMP or for mesh modes in the IEEE 802.1@&nd number hop of route patfequest slots * hop
standard [12]-[13], because it is not includeccoun). The EQ scheme can reduce a fewer signal
among the mandatory modules required for theverheads and apply lower end-to-end delay.
standardized operation of system. On the other
hand, the operation of the scheduler is important f Delay-based Weight Design: The scheduling
the performance of the whole system. In thalgorithm in this framework is similar to the
literature so far, a limited number of papers can bcentralized scheduling controlled by the BS but
found proposing scheduling algorithms for 802.16with delay considerations. Rules in the proposed
Those proposals are based mostly on extensioasheduling algorithm include: (1) UGS (Unsolicited
and combinations of ideas already applied itsrant Service) flows have higher priorities than
systems prior to IEEE 802.16, such as the IEEErtPS (Extended real-time Polling Service) flows,
802.11 wireless local-area network, and they focusrtPS flows are also higher than rtPS (Real-time
mainly on the PMP mode. Polling Service), etc. (2) Within the same service
type, the SS with higher load has a higher priority
To achieve the requirement for each service typ€3) Moreover, an additional mechanism is adopted
we focus on two parts, designing the specidbr real-time flows such as UGS, ertPS and rtPS to
bandwidth request for highest priority of UGS, reduce the access delay by giving higher priooty t
adding the weight of delay for different SSs withthose data frames that have been waiting a longer
the same service type and using appropriate schetir@e in the queue. More specifically, the data
of slot allocation. The detail is showed as follows frames with the waiting time exceeding the delay
bound specified in the flow setup phase have higher
Expedited Queue: In the PMP (Point to Multipoint) priorities than those frames with smaller waiting
mode, the BS and a couple of SSs that connect times. An elaborate weighting function integrating
the BS via high-speed wireless link and the B$he above rules is designed for determining the
according to the initiation UGS request to allocataccess sequence that tries to minimize the access
the fixed bandwidth for the CBR traffic sessiondelay of real-time data packets as explained in the
However, the ertPS, rtPS and nrtPS are pollinfpllowing.
services, they should perform dynamic request to
BS in each frame. Therefore, those services afiéhe weighting function is used by the BS to
designed for VBR-rt traffic or lower priority non- determine the transmission priority (denoted by
real time traffic. On the other hand, the other modXMT) of each queue at each SS. The BS collects the
of 802.16 Mesh has different situation, the traffiqueue length (in the number of data frames) of each
flow transmission might be divided into multi-hop service type agSj i.e. DUGS,i DertPS,j DrtPS,j,
according to the flow path, so the traditionalDnrtPS,i andDBE,i. For delay-constrained service
bandwidth requests (BW_REQ) is sending by eadlypes such as UGS, ertPS and rtPS, one more
intermediate SS. The QoS service types only appparameter (denoted bWUGS,] WertPS,i and
different priorities like polling service. Sinceeth WrtPS,) of the number of data frames in the queue
UGS flow is the highest priority and fixed of which their queuing time exceeding their delay
bandwidth requirement, it is unnecessary to bkound is also collected. In order to give delayed
allocated per time frame, so the UGS traffic can b&GS, ertPS and rtPS data frames higher priorities
granted in initiation request with one time requesn scheduling, we define a delay compensation
like PMP mode. To support UGS traffic with factor (denoted byDC and DC=5 is used in our
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simulation) forWUGS, i, WertPSandWrtPS,i The 30
weighting functions for UGS, ertPS and rtPS
queues are therefore defined respectively 4
follows:

25

. /A/A/A\A\A\/\
154 X X
R
XN\‘\.\
10 +—X

3
—
\X
\X

XMTesi =Wyes; * DC +(Dygs; —Wiesi)
XMT,ps; =Wepps; * DC + (DertPs,i _WertPs,i)

e

—A— Enter by interference with adjustment, concurrent
5 +— —=—Enter by interference, concurrent
—e—Random enter, concurrent

Overall downlink throughput (Mbps)

XMTrtPS,i :WrtPS,i *DC + (DrtPS,i _WrtPS,i)

—X— Enter by interference with adjustment, non-concurrent

Note that the values &MT for nrtPS and BS 0
gueues are simppnrtPS,iandDBE,i.

20 30 40 50 60 70 80 90 100 110 120
Number of nodes

3. PERFORMANCE EVALUATION
Fig. 7: Throughput vs. number of nodes in

A). Simulation Scenario for  Achieving downlinks

concurrent Transmission

Random topology is generated in an L*L square, . .
poogy 1s 9 q As we can see in the two figures, the overall end-t

AndL =d+/n/2, where n is the number of SSs,end throughput is increased greatly using

d is the maximal transmission range between tweoncurrency, and the routing trees generated by
nodes. We also insure that any SS can communicatéferent means impact the throughput. When

with BS through one or multiple hops. We assumeoncurrency is adopted, the throughput with

a single channel network with no bit errors, arld ainterference-based routing tree is greater thah tha
the SSs are immobile and working in half duplexwith random routing tree, and the throughput with

Since we only care the performance of ouadjusted interference based routing tree is higher
algorithm, it is nearly optimal to transmit at thethan that with non-adjusted interference-based
highest available rate (set to 50Mbps herejouting tree. Therefore, our concurrency algorithm

regardless of the channel state. Every SS requggirforms best when using an adjusted and
0.5Mbps bandwidth for both uplink and downlink. interference-base routing tree.

Results and Analysis: Fig. 6 and Fig. 7 show the B). Simulation for QoS Scheduling and

overall end-to-end throughput with different rogtin M echanisms

trees. The number of SSs increases from 20 to 120

with a step of 10. The throughput values are th8mulation Environment and Parameter: We have

average of simulations in 500 times. designed the simulation environment of 802.16
Mesh network as well as the three scheduling by
35 using Microsoft Visual C++ 6.0 on Windows XP.
_ Simulation study has been conducted to evaluate
2% //N\o\/o\ the proposed routing and scheduling scheme. Two
25 contrasts are compared with the proposed scheme:
2 /D//D\u\ e centralized scheduling with routing via BS and
e distributed scheduling with minimal-hop-count
£ 5 \D\“\a\u routing. The mesh network in the simulation is a
= 5x5 mesh and the BS is located at the corner. Link
ERC e by ferance wih s concut capacity of the network is 5Mbps. A time frame
S . —C—Enter by nterference, concurrent structure with size 10 ms is defined for slot
= —A—Random enter, concurrent . . . .
o —0—Enter by nterference with adjustment, non-concurrent allocation. Other parameters used in the simulation
0 —-mnmm m—¥ are displayed in Table 3. There are in total 20
2 3% 4 5 6 70 8 9 100 110 120 flows (5 flows for each of the four service typ@s)
Number of Nodes each round of the simulation. Flows with ID 1-5

R h ber of nodes | inks2 UGS flows, ID 6-10 rtPS flows, etc., and a
Fig. 6: Throughput vs. number of nodes in uplin S‘Iarger flow ID in each service type is assigned to
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Table 3: Simulations parameters average throughput (kbps) and (3) average
Simulation parameters Value signaling cost (average number of signaling packets
Network Size 5x5 mesh | Pertime frame).
L',nk Capacity . 5 mbps Simulation results: As shown in Fig.8 and 9, the
Time frame duration 10 ms average delay and delay variation per hop for
# of slots per time frame 10 different service types under flow data rate
# of flows per service type 5 2.5Mbps in the proposed scheme are smaller than
Average data rate of all flows 05-5 mbpsthosﬁ of r:he dr:strlbutfedh schemel_(Flg.Q) hand mugh
Variation of data rate per non-UG$ smaller than those of the centralized scheme (Fig.
25% 8). For more investigation of delay behavior,
flow 4 :
Link Stat — I 0 Fig.10-13 display the results of the average delay
in a_e report interva ms per hop for different service type of flows under
Flow arrival rate 1flow/sec | flow data rate ranging from 500 kbps to 5Mbps.
Flow departure rate 1 flow /sec| Some observations and interpretations can be made

the flow with a longer Euclidean distance betweeffom the figures as follows:
the source SS and the destination SS. The source

SS and destination SS of each flow are randomly

selected from the mesh network. Three

performance criteria are defined for compariso: (1

average delay (ms) of data frames per hop (SS), (2)

3000 o
s
g 25001 ? 1204 @ Proposed
g 8 Proposed ° @ Distributed
% 2000+ | Centralized i ,g 100
3 _ 8 < 80
T ¢ 15004 %5
2 g5 6o
o 3
T 1000+ 8T Ll
9]
2 >
g’ 500 Z 20
< = o
° uss | rpPs s BE uGs rtPS nrPs BE
r nr

Fig. 8: Delay and delay variation with flow data| ~Fig. 9: Delay and delay variation with flow data
rate 2.5 Mbps: proposed vs. centralized. rate 2.5 Mbps: proposed vs. distributed.

(1) Delay performance of the proposed scheme tegether worsen the delay performance in the

better than that of the distributed scheme and mudentralized scheme. On the other hand, the
better than that of the centralized scheme. Tharoposed scheme does not beat the distributed
reason behind the poor delay performance of threcheme too much since the minimal-hop-count

centralized scheme is twofold: First, the longehpa route is used in the distributed scheme. However,

increases the consumption of the link capacity thaome gain (decrease of 20% in average delay at the
is similar to the effect of input load increasebest cases of nrtPS and BE flows) is still achieved

Second, no spatial reuse in the scheduling makéy the minimal-delay-first route selection as vad|

the effective capacity in the network smaller thanlelay-based scheduling in the proposed scheme
that of the proposed scheme. Both factors pwver the distributed scheme.
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Fig. 10: Average delay of UGS flows. Fig. 11: Average delay of rtPS flows.
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Fig. 12: Average delay of nrtPS flows Fig. 13: Average delay of BE flows.

(2) The average delay for all the three schemes gog) Since the scheduling algorithms in all the ¢hre
up while the flow data rate increases. However, thechemes adopt priorities for different service gjpe
significant increase in delay of the centralizedhe average delay of UGS flows is always smaller
scheme reflects that the scheme reaches thHean that of rtPS flows, rtPS delay smaller than
saturation point of the queuing system at the S&tPS delay and nrtPS delay smaller than BE delay.
much earlier than the other two schemes. The major
reason is again due to the routing mechanism uséd) Fig.14-17 displays the average throughput of
in the centralized scheme. Moreover, the proposdtle schemes. As expected, the centralized scheme
scheme presents more effect of load distributiosuffers from poor throughput performance due to
when the flow data rate increases. Therefore, ththe same reasons of poor delay performance. The
gain of delay performance in the proposed schenmroposed scheme outperforms slightly the
over the distributed scheme is getting larger undelistributed scheme in average throughput because
heavy loads. of the effect of load distribution of the delay-bds
route selection and QoS scheduling mechanism.
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Fig. 14: Average throughput of UGS flows. Fig. 15: Average throughput of rtPS flows
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Fig. 16: Average throughput of nrtPS flows. Fig. 17: Average throughput of BE flows.

(5) The average signaling cost of the schemes $$gnaling cost of the proposed scheme over the
shown in Fig.18, in which the distributed scheme®ther two schemes according to the simulation can
presents the most signaling cost due to 2-hdpe up to 37% (over the centralized scheme) and
information exchange in competition of channel’8% (over the distributed scheme).

access. Moreover, as the input load increases, the

contention of channel access among SS nodes () The issue of scalability plays an importanerol
the distributed scheme becomes more intensivan the deployment of the IEEE mesh network. Fig.
resulting in the drastic increase of the signaling9 displays the throughput of the proposed scheme
cost. On the other hand, the only difference of thender different mesh sizes. As shown in the figure,
signaling overhead between the proposed scheriee throughput of the network degrades seriously as
and the centralized scheme is the number dofie mesh size increases. For example, the maximum
MSHCSCH messages. As presented in Section roughput for mesh size 15x15 degrades to only
the proposed scheme requires the exchange % of the throughput for mesh size 5x5. It is the
MSH-CSCH messages for route setup and link statmnsequence of link sharing in the IEEE 802.16
update, which is not the case in the centralizeghesh network. More specifically, the path of the
scheme. However, the number of MSH-CSCHlows in a larger mesh network tends to be longer
messages for BW REQ composes a much largand consumes more network bandwidth resulting in
amount of the signaling cost in both schemes. Singmorer performance in throughput.

the longer transmission path in the centralized

scheme increases a larger number of the BW REQ

messages, the proposed scheme outperforms the

centralized scheme in terms of the average

signaling cost. In summary, reduction ratio of the
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out the performance problems in each of the
standard schemes for QoS support, and proposed
more efficient routing and scheduling mechanisms.
Companion mechanisms, such as QoS flow setup,
] link state monitoring, mapping of IP classes to
X IEEE 802.16 service types, and admission control
- X were also presented. Moreover, a cross-layer QoS
framework integrating the proposed mechanisms
was presented. Simulation results have
demonstrated that the proposed mechanisms can
achieve a better performance in terms of delay,
throughput and signaling cost over the standard
centralized and distributed scheduling schemes
making the framework a good solution for

05 1 15 2 25 3 35 4 45 5 multimedia transmission in the IEEE 802.16 mesh
Flow datarate (Mbps) network.
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Fig. 18: Average Signaling cost.
g g g g 4, CONCLUSION

8000 WiMax Mesh networking is a promising

technology for wireless broadband access. In
WIMAX Mesh mode, there is no need to have
direct link from SSs to the BS, which provides a

2 5000 /X/x—*—*—*—*—*—*—*—*—*—*‘* more flexible approach for network deployment.
§4ooo X Data frames in the 802.16 Mesh modes can be
£ 2000 , transmitted directly betwee_n two neighboring SS
= —— Proposed Mesh Size 5x5 nodes and sent to the destination node in the hop-
& 2000 1 4 —0— Proposed Mesh Size 10x10 by-hop manner. This paper proposes a concurrent
E 1000 | —X— Proposed Mesh Size 15x15 transmission algorithm to promote spatial resource
reuse, which increases the overall end-to-end

throughput. Routing and scheduling with QoS
support are important issues in the IEEE 802.16
Flow datarate (Mbps) Mesh network. Two basic scheduling schemes, the
centralized scheme and the distributed scheme,
associated with their corresponding routing
mechanisms were defined in the 802.16 standard. In

As the most promising Wireless-MAN technology,thls paper, we have mvestlgated_ the performance
%roblems in each of the basic schemes and

IEEE 802.16 provides broadband, wide coverag [oposed more efficient scheduling mechanisms.

and QO_S support to meet the demand Qf the_ ne%lmulation results indicate that different
generation  BWA network. Two conflgurf'ﬂlon constructions of routing tree impact the
modes for IEEE 802.16 were introduced in the erformance of the concurrent algorithm
§tandard: PMP and me;h. In Fhe mesh mode,_th ?mulation results have demonstrated that the
is no need to have direct link from SUbSC”behroposed framework  and  the  associated
stations (SSs) fo the base station (BS), WhICmechanisms can achieve a better performance in

provides a more flexible approach for networ . ;
deployment. Data frames in the 802.16 mesh mo erms of delay, throughput, and signaling cost over
. X Re basic centralized and distributed scheduling

can be transmitted directly between two
neighboring SS nodes and sent to the destinatigr?hemes' On the other hand, our proposed EQ

node in the hop-by-hop manner. Therefore. routinmechamsm can reduce larger transmission time

and scheduling with QoS support are importan&1an traditional mechanism.

issues in the IEEE 802.16 mesh network. Two basic
scheduling schemes, the centralized scheme and the
distributed scheme, associated with their
corresponding routing mechanisms were defined in
the 802.16 standard. In this paper, we have pointed

051 152253 3544555560657 758

Fig. 19: Average throughput of all flows with
different mesh sizes.
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