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ABSTRACT 

 
Today, Grid is used as a powerful infrastructure for resource sharing. One of the main services in the Grid 
is the resource discovery service. Several models and methods have been proposed to manage and search of 
resources. The central model has problems such as single point of failure and heavy load. There are newer 
models in order to solve the mentioned problems, but there is also the problem of sending anomalous query 
messages among these models. 

In this paper, resource discovery tree which is constructed based on hierarchical model has been utilized. In 
the first place, by considering coefficients for each level in the tree, the managers are provided with 
information. Afterward, by using this information, time to live of discovery messages are dynamically 
determined. By doing so, the forwarding of these messages is limited so that the traffic imposed by resource 
discovery is alleviated and its performance is enhanced. 

Eventually, to evaluate, the simulation of the presented method through this paper and other methods were 
used. The results of the accomplished evaluation showed that although the proposed method uses small 
number of update messages and spends a little time to process the information of the resources, it 
significantly decreased the traffic resulted from the transferring of the messages for resource discovery and 
also increased speed. 
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1. INTRODUCTION  
 

Considering the rapid growth of technology, 
human being’s need to perform the complicated 
calculations, storage space, and advanced 
equipment will increase day by day. In the 1998, 
Grid was emerged to build an infrastructure in order 
to resolve these needs [12]. Analogous to power 
Grid, the computing Grid is perceived as a Grid of 
distributed computers that provides a transparent 
and pervasive computing infrastructure in which 
computing capability is delivered over the Internet 
and can be used as a utility [18]. The Globus project 
(Argonne National Laboratory, USA) defines Grid 
as “an infrastructure that enables the integrated, 
collaborative use of high-end computers, networks, 
databases, and scientific instruments owned and 
managed by multiple organizations”. An important 
service of grid computing is resource discovery. 
Users are not interested in where resources actually 
are. Just by giving a description about resources 
they desire, the resource discovery mechanism will 
find a set of resources that match the user's 
description if there exists one [18]. An effective 
Resource Management is required for the 

provisioning and sharing of resources without 
undermining the autonomy of their environments 
and independence of geographical locations [16]. 

There are so many methods to search the 
resources on the Grid which each method performs 
its own job based on a model. Central, Hierarchical, 
Peer-to-Peer, and Super-Peer are considered the 
main models of resource management in the Grid. 
A centralized approach can easily manage all the 
resources. However, when the types and amounts of 
resources become large, all queries and other 
operations have to go through the centralized 
server. It will be the bottleneck of the system and 
when it fails, the whole system ceases to function. 
Therefore, the centralized architecture is not 
suitable for resource discovery in a distributed grid 
environment [18]. The hierarchical model shows 
good performance for small and medium-sized 
Grids, and owing the client-server structure is of 
highly important ones and nowadays, they are 
widely used [3]. Super-Peer and Peer-to-Peer 
models are suitable for very large-sized Grids.  

One of the problems in the process of finding of 
the user’s desired sources is the traffic resulting the 
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sending of the query message. So, some methods 
are required in order to reduce the traffic. To solve 
this problem, a method is presented based on the 
hierarchical model through this paper. Our method 
which will be presented in detail, used Dynamic 
Time to Live or Dynamic TTL to prune the 
unnecessary traffic. This is done by calculating of 
children’s weight. The allocated weight shows that 
the existence of the resource in a node preferred to 
that resource in all its children. So, when the weight 
of nodes to be calculated and gave to higher levels, 
they are able to make more accurate decision about 
the query message TTL in order to transfer fewer 
message to the children for discovering the related 
resource. In the following, we discuss about the 
similar works done in this area, explaining the 
present method, giving examples, and evaluating 
and considering the results. 

2.  RELATED WORKS 
 

In Grid, when a user needs a resource, it sends its 
request. In order to find the user’s desired resource, 
there are so many methods and models. Some 
methods do their task based on the Centralized 
model [8]-[15]. In Centralized model, management 
and resource search is performed by a central 
manager. The disadvantage of the model is creating 
the point of failure and Bottleneck in resource 
manager. Nowadays, many methods have been 
implemented based on the Hierarchical model [18]. 
Some methods have also been implemented based 
on Peer to Peer [20] and Super-Peer [3]-[4] models. 

Yangcai Tao et al [24], have used a tree structure to 
search the resources. The Index Servers, which are 
in one level, are classified in one domain. During 
discovery of resources, if an Index Server hasn’t a 
resource, it will inform the index servers of its 
domain.  

Ramos and de Melo [21], have used the Master-
Slave structure to do their tasks. Slave task is 
collecting the data from the machines, and Master 
is responsible for updating the resource 
information. 

Xue-Sheng Qi [23], keeps the resources 
information in a table. The stored resources are 
registered in the table and used to discover the 
user’s desired resource. When the user is going to 
find a resource, first he considers this table. If the 
mentioned table not to exist, he will create it. 
Though Forward Path, when a node receives the 
request, it considers that whether the related 
resource is present in local resources or no?. If it 
presents, the relevant resource will be reserved and 

add to this table then the request will send to the 
next node. Through Backward Path, the request to 
be sent toward the resource requestor from the 
same path it has been come. The user considers the 
table by which he finds his own desired resource.     

Ruay-Shiung Chang, Min-Shuo Hu [18], proposed 
a tree architecture for resource discovery. All 
resources and queries are transformed into a bitmap 
index representation. Each leaf node in the tree will 
store the information about its local resources. Each 
Index Server, will store the information about its 
local resources and the information about its 
children. The index in each Index Server is the 
bitmap of bitwise OR of all its children nodes. by 
AND operation, check whether a node has the 
resources to satisfy user's requests.  

L. Mohammad Khanli, S. Kargar [11], use of a 
weighted tree and bitmap where the number of bit 
positions is proportional to the number of attributes 
for each resource, for resource discovery in Grid.  

Difference between our algorithm and other 
algorithm is using of coefficient for each tree level. 
By this, we can calculate efficient TTL for sending 
queries. 

3. OUR METHOD 
 

As stated, one of the most important Grid 
services is resource management and discovery 
service. Also explained that the most used models 
in the implementation of this service are 
centralized, hierarchical, Peer-to-Peer, and Super-
Peer models. The Centralized model leaves the 
resource management to one resource manager. So, 
all the Grid members transfer their information to 
the mentioned manager and when a member needs 
a resource, transfer his/her request to the manager. 
So, how to respond to all the requests and the way 
of allocating all resources is the responsibility of 
this manager. Simplicity is a positive feature of this 
method, but, there are also problems of which can 
be noted as point of failure and high terrific in 
resource management. So, this model is not a 
suitable one for an environment which is based on 
distribution.  

Other models instead of resource management as 
Centralized, implement it as distributed. These 
models employ several managers who are 
distributed in the entire of the Grid and connected 
to each other instead of one manager. The way of 
connecting the managers to each other is based on 
the different models. For example, the connection 
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of the managers to each other as a tree is based on 
the hierarchical model.  

As stated earlier, the hierarchical model indicates a 
high performance in small and medium-sized Grids, 
and nowadays, they are widely used. Super-Peer 
and Peer-to-Peer models are suitable for the Grids 
with a huge size [4]. In this paper, we use 
hierarchical model as a tree structure. We intend to 
reduce the number of queries toward the tree 
according to available resources and the request 
which issues for holding them using Dynamic TTL.  

In the present structure, the tree nodes indicate the 
Grid nodes. Non-leaf Grid nodes present a service 
as Index Service. So, they are called Index Server. 
Grid nodes can be connected to each other with any 
physical structure. The presented tree structure is 
created based on the logical connections such as IP 
Address. So, each node in the tree knows its father 
and children. Non-leaf nodes or Index Servers are 
not only aware of their resources situation but also 
of all or a number of their children. The awareness 
amount of an index Server from the children 
resources is based on the method. But if an Index 
Server wants to maintain all the information related 
to its children, it is not a suitable, due to the storage 
space and its processing and the information 
security.  

Ordinarily, when a tree structure is used to search 
the resources in the Grid, when a request is made, 
the local resources will be reviewed to respond to 
the request, if local resources can respond to the 
request, the resource will be allocated. If local 
resources are unable to respond to the request and 
the node which the request derived from, not to be 
the leaf node, the request is searched through the 
children. If children can’t respond to the request 
and resource requester not to be the tree root, the 
request is transferred toward the father. This 
process is recursively repeated until either a 
resource to be found or get to the root of the tree 
and also not to be found any resource in the root. 
The above-discussed cases are the basic of the 
work. Different methods concentrate on the way of 
transferring the request to the children and 
reduction of the number of query messages and 
updating through the tree. In algorithm presented in 
this paper, the Dynamic TTL is used to select the 
children. We intend to, avoid scattering unlimited 
number of requests through the tree during 
transferring the search to children, based on the 
information which we have about them. For 
example, assume that the node itself has not the 
requested resource, but one of its children possess 
it. If the request transfers to the children with no 

restriction, the one who has the resource, receives 
the request and respond it, but the children who 
have not the resource try to transfer the request to 
their own children and it continues in order to reach 
a node which has the resource or reach the tree 
leaves, so transferring these messages has not been 
needed. Therefore, by preparing little information 
about the children according to the algorithm, a 
TTL is determined for the request in order that the 
message goes equal to the TTL. By this, inept 
sending the query message in the tree is prevented. 
So, in this example, before transferring the message 
to the children, TTL will be equal to one. Based on 
the assumptions of the example, the response to a 
request is made in the first level, and because of the 
TTL which is one, the request has no forwarding 
more than one level in the tree. Furthermore, 
assume that during transferring the request to 
children according to our information, we 
understand that the request is available through the 
children, but more than one level must go forward 
to reach the resource. Assume that the resource is 
available in two lower levels in a child. So, we put 
TTL as 2 and transfer the request to all the children. 
When the request is obtained by the children, if a 
child does not have the resource and by his 
information realizes that with TTL 2 cannot 
respond to this request through its own children, it 
will not transfer the request for its own children. So 
another reduction is gained in transferring the query 
messages. Based on the above mentioned issues, it 
is clear that in order to implement the algorithm, it 
is needed to know that if we want to search the 
request through children, the closest child who has 
the resource is located after how many levels?. 
Moreover, if a request is transferred for the 
resource and request more than one number from 
that resource, what number of the children has this 
resource and forward to how many levels in order 
to find this number of children?. 

 The details of our method to solve the 
aforementioned problems will be discussed as 
follows. 
3.1 Algorithm of Making Resource Discovery 

Tree 
 

It should be noted that for each resource, the 
steps described below, is performed. Each node 
must provide information about itself and its 
children to father for each resource. So for the 
exchange of information through the tree, we start 
from the tree leaves. If a leaf has the resource, it 
will transfer its own coefficient, which is shown in  
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Table.1, for the father, otherwise use the 0, as the 
information of itself about that resource. The 
information of a node about resource r, called Ir. 
Father waits to receiving the message from all the 
children. When the father receives the number 
related to all children, add them with each other and 
if he himself has that resource, add his coefficient 
with it and keep result in itself as the information 
from that resource.  Then, transfer a copy of it for 
his father. It continues to reach the root. The 
example is present in fig.1. By preparing this 
information, a node can understand the number of 
free nodes that its children have in each level from 
each resource. 

3.2 How to handle Requests  
 

 When, for example, resource r, is requested at a 
node, it must be investigated whether local 
resources are responsive to the request or not. To 
do this, Ir of this node is divided into the coefficient 
of this level. If the integer part of the division will 
be 1, we understand that the related resource of the 
current node is available. So, the Ir of this node is 
reduced as the coefficient of this level. If the 
number of the requests is one number, resource will 
be reserved, and based on the present address in the 
message of the request, will inform the requester, 
so the search will be terminated in this point. If the 
integer part of the division results to be 0, i.e. the 
resource r not to be present in this node, or the 
number of the requested resources to be more than 
one, the Ir of the node must be divided into the 
coefficient of the next level. The integer part of the 
resulted number indicates the number of the 
children in the next level which have the related 
resource. If the remaining number of the requested 
resources are smaller or equal to number of the 
children which possess this resource in the next 
level, TTL will equal 1 and the message of request 
with TTL=1 transfer to the children. Otherwise, the 
number of the children in the next 

 

 

 

 

 

 

 

 

 

level, who has the resource, multiplies in the 
coefficient of their level and the resulted amount 
reduces the Ir of the node. Then, the TTL of the 
related message increases one unit. Now the 
outcome number of the subtraction divide into the 
children coefficient of the following two next 
levels, so it is considered that whether the number 
of the resources in next level and next two levels 
are the responsive of the request or no? So, TTL of 
message is also added one unit. This is repeated 
until the present children in the tree leaves are also 
reviewed. If the number of the requested resources 
to be more than the total existing resources of the 
sub tree, the request transfers to father. Otherwise, 
the message of request with the related TTL 
transfers to the children after determining the 
corresponding TTL with the number of the 
requested resources. The child who receives this 
message, he firstly considers that whether the 
requested resource is present through itself or no? If 
it exists, he reserves the resource and informs the 
resource requester, and then he subtracts one unit of 
TTL of the message. If TTL equals 0, or the 
coefficient of the last level which could reach it 
with the present TTL, it is bigger than the Ir of this 
child i.e. reaching a child with this TTL to be 
impossible which possess this resource, transferring 
the message will be terminated. Otherwise, the 
message will be transferred to the children and 
continues in this way. When the requester receives 
the reservation message, informs the message 
sender its acceptance or its rejection. If the resource 
to be accepted, it will be put in requester’s hand, 
otherwise, it will be free. When the requester’s 
work terminates with the resource, the resource will 
be free. During reserving or freeing the resource, 
the tree must be updated which will be discussed in 
the following steps. Through the presented 
algorithm, if the requester’s number of the 
requested resources equals N, at least, N answers 
will give to it.  

TABLE 1. Level Coefficient 

 h is tree height, m is tree degree and a is constant number 
 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 15 August 2012. Vol. 42 No.1 

© 2005 - 2012 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
22 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now, look at an example to explain the above. 
Suppose that node No.2 in fig.1 want two number 
of resource r. Because the coefficient of level one 
equals 45, and number 45 is more than Ir of this 
node, i.e. 10, we understand that the related 
resource is not available in the local node. So, the 
coefficient of the next level, i.e. 9, is considered. 
Now, 10 divides into 9, its result will be 1.1. 
Because the integer part of this number equals 1, 
we understand that, there is one resource of 
requested resource kind, in the next level. So, if 9 
subtract 10, it remains 1, now the coefficient of 
next two levels divides into 1, i.e. 1 divides into 1.  
Its result equals 1, i.e. in next two levels there is 
one number of this resource. So in order to obtain 2 
numbers from this resource, it is needed to go 
forward two levels among the children. So, we put 
TTL as 2 and the message which carries the request 
as well as TTL will be transferred to children. The 
children in level 2 receive this message. The child 
having No.4 considers that the TTL related to the 
level in which he presents, equals 9, and 9 is bigger 
than his number that is 0, so he understands that 
hasn’t this resource. Now, TTL is subtracted one 
unit, TTL equals 1. The coefficient of the one next 
level equals 1 which is more than the Ir of this node 
which is 0. So, he understands that among his 
children, he has no reach to the resource with TTL 
equals 1. So transferring the message will be 
terminated. The child No.5 also receives the 
message. The number of the second level equals 9. 
The number of this node equals 10. 10 will be 
divided into 9. Its result equals 1.1. So, he himself 
has this resource. He reserves the resource and will 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

inform the requestor. Now, he subtracts 9 from 10, 
its result equals 1. So, considering that the 
coefficient of the next level is 1, he understands 
that he can find this resource among his children. In 
this case, he reduces TTL and because TTL doesn’t 
equal to 0, the message will be transferred to his 
children. Through this method, the child NO.11 
also receives the message and reserves the resource 
and informs the requestor. But the node No.10 
understands that he hasn’t this resource. So, due 
that the TTL equals 0 and being leaf node, 
transferring will be terminated. In this case, at least 
two answers will give to the requestor. 

3.3 UPDATE 
 

When the resource is reserved, the Ir is 
subtracted equal to the coefficient of the node level, 
and the result will be transferred for the father. The 
father also does updating and transfers its result for 
his father. It continues to reach the root. Moreover, 
when the resource to be free, it will be add equals 
to the coefficient of node level to Ir of the node and 
keep updating to root. So, with fewer numbers of 
messages, updating will be done. 

4. EVALUATION 
 

Simulation has been performed via Arena 
Software (produced by Rockwell Company). 
Through this simulation, we are going to calculate 
and compare the amount of traffic resulting of the 
search of a specific resource for the delivered 
algorithm in the current paper, Flooding-based and 
the delivered approach in [18]. 

Figure. 1: Example. 
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In order to do so, the resources are randomly 
distributed among the tree nodes.  Through the first 
experiment, we intend to send 100 queries among 
the tree nodes, and count the number of the visited 
nodes by any of the algorithms, and compare the 
obtained results by each other. The number of 
nodes in the tree and related results of this 
experiment are shown in fig.2. These results show 
that in Flooding-based approach a large number of 
nodes are met due to anomalous sending of queries. 
Through the presented approach in [18], because of 
adding more information to the nodes, better 
decision is taken in sending the query to the other 
nodes. So, the number of the queries decreases. 
Using the information which is added to the nodes 
by the presented algorithm in this paper, we are still 
able to reduce the number of queries. In the second 
experiment, we calculate the number of the nodes 
in which updating to be occurred after finding the  

 

 

desired resource. In order to do updating by the 
presented algorithm in [18], it is sufficient that each 
node sends updating toward father. So, each of the 
updates goes toward the height of the tree in, until, 
reach the root. Due that the Flooding–based 
approach has no information on its neighbors and 
because of sending the query to all its neighbors, so 
it has no need to update. The presented method in 
this paper, due to discovery of closer resources to 
the requestor, the path which any updates passes is 
shorter. The results of this experiment are shown in 
fig.3. Eventually, the total number of the queries 
and updates resulting of these 100 requests for each 
three methods is shown in fig.4. Although, the 
Flooding-Based approach does no updating, but on 
the whole, due to anomalous sending of query, it 
has no efficiency. The presented method in [18], 
still indicates better proficiency towards Flooding-
Based approach with regard to updating. 

 

Figure. 2: Number of the visited nodes through the discovery phase for 100 queries 
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Figure. 3: Number of the visited nodes through the update phase for 100 queries 
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The presented method in this paper is increase the 
efficiency of the presented method in [18], in an 
significant amount due to more cautious sending of 
query and selecting the closer children. Considering 
the results of evaluation, the presented method in 
this paper creates less traffic on queries to find the 
user’s appropriate resource in order to deter the 
exponential growth of the queries. Furthermore, in 
comparison with other algorithms, few answers are 
sent toward requestor and deter the traffic on the 
requestor of the resource. 

5. CONCLUSION AND FUTURE WORKS 
 

The presented method is concentrated on 
reducing the number of messages resulting of 
finding resources. To achieve this goal, some 
coefficients are considered for the tree levels, then 
using these coefficients, some information was 
provided for the fathers of each node and aiding this 
information, the TTL of the query message is 
determined and so the progression rate of the query 
message is limited. The results of the simulation 
indicate that during searching the resources, the 
visited nodes are less than the other methods by our 
method.  

In future works, the increase of efficiency should 
be concentrated. One of the issues is that if the tree 
levels to be increased, the coefficients will be very 
large and working with them is so difficult. 
Therefore, determining more efficient coefficients 
is of paramount importance. The cost and quality of 
resources are also of other parameters which can be 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

considered in order to determine the TTL of the 
query message. 

 Moreover, we can continue our work based on 
Super-Peer model which is suitable for the Grids 
with high large size.  
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