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ABSTRACT

Rough set is a powerful mathematical tool that tesn applied widely to extract knowledge from many
databases. However, some drawbacks have been edktectough set, such as inconsistency, lack of
flexibility, excessive dependency on discretizatan the initial attributes and so on. To overcothnese
drawbacks, we propose an improved rough set combvith agglomerative clustering. The concept of
equivalence class is also incorporated to mergedivide subclass. The experimental results show the
better performance of the proposed approach.
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1. INTRODUCTION This paper presents an improved rough set
combined with agglomerative clustering to improve

Rough Set is a theory and method which waknowledge extra<_:tion. The concept of equivale_n_ce
first proposed by Poland scholar Pawlak irflass was also m_c_orporate_d to merge and d|V|_de
1982 .[1-3]It has been played an important role iguPclass. In addition, ChiMerge and the Chi2
the area of inductive machine learning to uncovef€thods were used for the necessary initial data
hidden patterns in data. It is also capable diiscretization with some variations [15].
assigning uncertainty to the extracted knowledge, The organization of the paper is as follows: In
identifying partial or total dependencies (causesection 2, the basic concepts of rough set are
effect relationships) in databases, and eliminatingitroduced. In section 3, the theoretical concepts
redundant data. Rough Set theory has been studi@dnovel improved rough set are presented, In
by many researchers, and has made great stridkgstion 4, the proposed algorithm is described, In
[4]. It has been applied in cases of medicine [5gection 5 ,the whole test is showed, and in section
engineering [6], finance [7] and others fields. 6,the experimental analysis is presented. Finhly t

Cluster analysis is a data analysis tool used @onclusion is given in section 7.
group data with similar characteristics. These
techniques have been used in many areas such as2. BASIC CONCEPTSOF ROUGH SETS
manufacturing, medicine, nuclear science, radar
scanning, data mining, intrusion detection, Rough set is a mathematical theory that is used
bioinformatics, classification of statistical fimdjs to handle uncertainty problems. It classifies
in social studies and so on. imprecise, uncertain or incomplete information

Furthermore, hybrids have been created betweexpressed in terms of data acquired from
rough set and other mathematical methods thaiperience. A rough set is represented by a pair of
improve the quality of decision rules induced bycrisp sets, called the lower approximation, which
rough set method [8].Recently, there has been wodomprises of elements belonging to it and upper
in the area of applying rough set to deal witrapproximation, which comprises of elements
uncertainty in cluster analysis. For examplepossibly in the set with respect to the available
Mazlack et al. [9] proposes two techniques to selemformation.
clustering attribute: i.e. bi-clustering (BC) Let U be the universe and I&OU xU be an
technique based on bivalued. Huang [10], Gibson etuivalence relation on U, called an indiscerrtipili
al. [11], Guha et al. [12], Ganti et al. [13], andrelation. The pair K = (U,R) is called an
Dempster et al. [14] proposed many algorithms fogpproximation space. The lower and upper
clustering categorical data. While these methodgpproximation of set X with respect to R can be
make important contributions to the issue ofyritten as[2]
clustering categorical data, they are not desigoed -
handle uncertainty in the clustering process. §(X) - U{[X] U7 RM r U X} @)

RX)={[dOU/R[An X20} (2
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R

examples obtained.
class of x.

4.1 Creating The Decision Table
3. STRATEGY ALGORITHM FOR THE

IMPROVED ROUGH SET Our aim is to express the data set, in which

, i knowledge is extracted, so that it can be treated i
When working with large data sets and very,q following steps.

inconsistent, knowledge extraction based on rough 1, 4o this. we select the attribute of decision

set mainly suffers from some drawbacks. Thesgyich classifies the examples, and the condition
drawbacks include lack of flexibility and excessiveiributes which are the factors able to perfdia t

dependency on the intervals chosen in thgjggification. The ultimate goal is to determihe t
discretization of the attributes[16]. We propose @ecision attribute value from the information
new algorithm that tries to overcome by mtroducmgbrovided by the condition attributes.

two improvements: one is the equivalence classes |, the method of rough set. the examples are
obtained by the method of rough set and the osher’%rI g ' p

: rovided to the algorithm in a decision table in
gha‘?[ap;;t made from new samples reserved in hghich rows are distributed by the examples

L . ) S available for training and in which each column
The objective will primarily improve the cqresponds to one of the attributes considered.
learning of equivalence classes belonging o the,eh cell of the table shows the value of an item i

boundary region of which has not been able 1§nq of these attributes. The value will be exprésse
obtain any certain rule in the application ofy ik in discrete form and standard form.
Variable Precision Rough Set Model[17]. To

ach|_eve this goal, it incorporates the conceptrof & 5 | nitial Extraction
equivalence class. These are composed after a

process of clustering of the samples, and it vell b The aim is to discover rules hidden in the data

useful in the partitioning of equivalence classes. set. Variable Precision Rough Set Model is used,

'I_'hus, there are two possible separations of ﬂ}fnd then there will be a grouping or clustering
equivalence classes, one made from the cent Pocess by DIANA method to obtain new

vaien : "o
obtained in the clustering [18]and the other wagkin knowledge with a greater number of certain rules.
e"I',hus, this step is composed of two phases :The firs

with the new updated examples of knowledg
They have created "subclasses of equivalence'. :
. i . ; ) ill apply the method of rough set with an
which will be defined by the discredited values Oacceptable error level classification, which is
roposed for the Variable Precision Rough Set

condition attributes and new attributes generated
mathematical equations involving attributes withou odel. The second will be held on clustering in
ch of the resulting equivalence classes not

discretization. These new subclasses may generatt
both positive and uncertain new rules. included in the positive region and have generated
certain rules.

4. PROPOSED IMPROVED ROUGH SET
COMBINED WITH AGGLOMERATIVE

CLUSTERING 4.2.1 Phasel

Briefly, the mathematical concepts of this phase

To carry out the rough set combined Wlthcorrespond to the model of variable precision rough

agglomerative clustering[19], an algorithm ha
been developed, and consists of the following steps ™ _

Step 1. Create the table of decision---the Let A'{Cl’CZ""'Cn} be the set of the
examples are distributed in the data set to beondition attributes andB={d} be the set of
discussed at a table.

Step 2: Remove initial knowledge---Variable | lationl21:
Precision Rough Set Model is used to refine th%\qglva ence real(?n[ ¥ _
results from a clustering of equivalence classes. _{(X' y)OU XU : f(x.c,) = f(y.c,).0c, O A} ®)

Step 3: Updating of knowledge---separate the where U is the set of training examples, f (3, ¢
examples closed to equivalence classes other thanthe discretized value that takes the example for
their own by hyperplanes. the attributec, . The relationship of equivalence

decision attributes. The set A has an associated
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Ainduces the partitiony’ ={X,, X5,--,X,} on U, After this process, each example will have one
more attribute, and its closest equivalence cliass.

which divi_de_s the examp_les into equwalenc%ddition, the center of each group will be useful f
classes. Similarly, we obtain the partition block§he next step “updating knowledge”

B ={Y,,Y,,...Y,,} composed and induced by the | the previous phase, equivalence classes
equivalence relation associated with the decision. X. were assigned the partitioA a positive or
Given a permissible level of classification erro
B, 0 < B < 5, define theB-positive regions an@-
limit partition[20].  The B-lower and upper
approximation of; [J B" inthe space S = (U, A)
are defined as follows:
POSS, (B') = 0, 5.5, (¥,)

rboundary regions of the partitioB” . Now, try each
class according to the region to which they belong,
as follows:

Case 1: The clasX; is included in the positive

region (POSS, (BD) )

) Misestimate center half of all the examples
=0, O 5 X)) make up the equivalence class. It is considered tha
J XX the class is composed of a single group.
BNDSﬂ(BD)zDYIDB:(S/?(YJ-)‘§/3(Y1 ) : Case 2: The clas¥, class is included in the

boundary region BNDS, (BD) ).

Each equivalence class framed in the positiv One or more centers are calculated for the
q P Squivalence class clustering treated by Diana

reg!on generated a gertain rule bgtween Conditioljﬂethod These centers will be used to divide into
attributes and decision. The equivalence class?s. '
ictional groupsX,; .

included in the boundary region will lead to
uncertain rules with a degree of uncertainty The set of centersP={p,p,,...p} is

expressed by a confidence factor. Therefore, btained, eachp, is defined by its values on the

res:l;vl:/;gsbiobta\LnedvU;lgrnes ?:jssgndition is an attributes of condition. The class will be divided
' P into as many groups a¥, be the set P. The set of

equivalence class and the conclusion is a block of _ ,
the partition induced by decision attribute. groups G={G,,G,,...G} is formed from X; ,

= DYJ oo (B pecix, 3015 Xi)

2. Uncertain rulesX; - Y, are computed : each containing a subset Gf examples and also
|X' A Y‘| taking the center point associated wit.
ay (X;) =|T|J (6) To distribute all such cases belongingXo in

. L - the different groups G, we will use the Euclidean
where |A| indicates the cardinality of a finite set,.
distance measure. Thus, a samplé X; , part of

Since it has a level of allowable errorthe groupG, is associated the center closest to x.

classification > 0, certain rules[21] will have a Therefore, the index k of the group is calculated:
classification error in the range [8]. Furthermore, k(x) = arg, min||x— pk|| 7
no uncertain rule will satisfzyYi (X,)>1-48.

A.

Once distribute all the examples of the sétin
the various group§, , it holds that G is a set of
nonempty subsets

The rough set model in the previous phase G UG,U--0G, =X,,G nG; =@izj (8)
completes the extraction of knowledge from the o
available data. However, when working with very Therefore, G has the characteristics necessary to
inconsistent decision tables, this method may be tdartition the classX;, and may treat eacB, as a
rigid, despite the slight flexibility provided byé¢ block of the partition G. The elements belonging to
allowed B error level. To address this, we add ane of these blocks are characterized by having the
second phase which allows separation into "groupsame values for all attributes.
of the equivalence classes belonging to the Next, check each of the blocks of a partition G,
boundary region of the partition induced byif it can be incorporated into the positive regimmn
decision attribute. We aim to obtain some new rulegoundary of the partitio8". Thus, the blocks of
from the equivalence classes. G, belonging to the positive region, will generate
certain rules, and they are framed in the boundary

e
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region. The uncertain rules generate a degree 4 Updating Knowledge
uncertainty expressed by a confidence factor, such

that: This step doesnt aim to generate more
|Gk ﬁY‘| knowledge as do in the previous step. This will
a, (G) == (9) discuss new update examples, areas of equivalence
' |G|<| classes that are close to groups of neighbors.

However, the way of expressing the rule is more | et the data setQ :{xl,xz,__,,xn} aside for

complex because the concept must be added tmar}dating the knowledge of those o do not know the

the example should be closer to the centet ".". .
corresponding to the rest. Consequently,arulmfroéec's'on' For eachx 0Q will be held the

the groups, is: "if the attributec, is xxx, ..., and foll?:wir;g_{)rﬂcesks: hat kind of equival |
. . . : irst, it checks what kind of equivalence class
the attributec, is zzz, and besides, the example is a

| h han th tol x OA and x belong to the example according
closer fo the center than the restgi class Centers ., yqir giscretized values of the attributes.

Finally, if a new rule has created some, it hag ., . - :
fulfilled the main objective of this phase, gaims Bquivalence class {G.G;....G,} was created in

knowledge from some examples of those who coulgt€P 2 from the extraction of knowledge, looking
not draw a clear conclusion to what decision theyhich group associated with the grou,
belonged. It was necessary to add attribute (ngareaccording to the center nearest the center, thexind

for these certain rules. k of the selected group.
If the example does not belong to a group or
4.3 Calculation Centersby DIANA ‘underclass of equivalence "framed in the positive

region then calculate their Euclidean distances to
The method DIANA is an agglomerativethe centers of the groups of equivalence classes
clustering algorithm and starts with a single @ust nearby. If the nearest center is closer than theesa
containing all objects in the equivalence clags group that owns the instance, the case is recorded.
and that subdividing will be successively smaller The original training examples of a group will
clusters, so that they will form a dendrogram. be divided into the group by a certain percentdge o
To expedite the process of agglomerativ@xamples of renovation that are closer to another
clustering and not to waste time on excessivB/OUP t0 own. This percentage, calculated on the
branching of the dendrogram, a new condition waBUmber of examples that make up the group, is
imposed to stop the method, the final selection of d6termined using the method of trial and erroréo b
maximum number of clusters n is less than th¥€ry dependent on the data set studied. The divisio

number of examples that maké . will be made by the equation of hyperplane

i equidistant from the center of one set to which the
After running the method, we have n cluster%pdate examples are closer.

and perfprm a selection of the most representa?ive. This hyperplane is equivalent to that defined by
To do this, we calculate the representation ohalfi perceptron neuron. Thus, hereinafter, in the
Cluster J: groups divided in this way to check which subset of
Ep. = |J| (10) the two created sample, will be presented to the
J |max(d (O )j perceptron partner, and as its output is assigned t
where max (d (i, j)) is the maximum distanceSUbFS.et (I)Ir thfe Othﬁr' £ 1h b di
between two examples of the cluster. h inally, If each one of the subsets generated in
Next, select the final cluster with the highes e separation belongs to the positive region or
. ) oundary region, and calculates the mean center for
representation, beingax_REP, and clusters that further separation
meet that: REP, >(max_REP, /2). Finally, we

calculated for each of these clusters with the teidd 5. TEST

half of all the examples, and these centers will

become part of the final set of centers of P. Let the set of datd ={x,x,,....x,} in reserve for
test. For each test exampkeUOT ,which kind of

equivalence belong to the example is checked
according to their discretized values of the

e
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attributes,x O A" . Also find to which group belong  If c,andc, is low and heavy, then d is positive

according to the nearest facility that is calculate (completely true rule)
from the phase 2. If this group has been divided by If ¢ and c, is low and light, then d is

one or more hyperplanes, the group will be |X n Y|
presented to the perceptron for example. negativer, (X,) =——=0.35
Once know the group owns the instance, if it is ' |X1|
framed in the positive region, the decision will be If ¢ andc, is low but non light, then d is
assigned directly. On the contrary, if it belongs t |X n Y|
the boundary region, more certainty factor will bepositive a,, (X,) =“——2 =0.65
assigned to the decision. For the test example does ’ | 1|

not belong to any of the equivalence classes formed For the equivalence class withand ¢, under

in the extraction O.f knowledge, the group belonglngﬁght ( X;), you can see three clusters obtained
to the positive region whose center is closest véll

assigned to the decision. representative(G,,G,,G,) , each with a center
— — . (P, P,,P;) - G, and G, :NI" be incorporated into
-” the positive region oB , generating two certain

rules, while theG, will be part of the boundary
region. The new rules are generated:

If ¢, is low, c, is light, and also the example is
closer to the center thay, p, and p,, then d is
positive (rule completely true).

If ¢, is low, c, is light, and also the example is
closer to the center thas, and p, p,, then d is
negative (rule completely true).
ot J If ¢, is low, ¢, is light, and also the example is
| — closer to the center thap, p, and p,, then d is
‘ 7 negative with a confidence factor = 0.70.

Figure 1: Sets of sample data If ¢, is low, c, is light, and also the example is
glé)ser to the center thap, p, and p,, then d is

positive with a confidence factor = 0.30.
In step 3, there are examples of updates that
eequivalence clasx, belong to groupG,, but the

Figure 1 shows a sample data set characteriz
by two condition attributes ¢ and c,) and one
decision attribute with two possible values (positi
and negative). About this group applies th . ,
described algorithm. The decision table obtained b§Avivalence class witls, and c, are closer to the
executing step 1 of the algorithm is shown in Tableenter of the groupG, . When the upgrade
1. o percentage of these examples is significant, we

Table 1. Decision table of all sample data divided the group G, with the equation of

Attribute c1  Attribute c2  Decision
hyperplane between the center of the gr@jpand

example 1  0.45
(high) the G,. Thus, G,is divided into two subsets, each
example 2 0.22 (low) 0.34 (light)  negativeof which generates a certain rule since most of the

o () o () examples are from a single class.

0.63 (heavy) positive

In step 2 are generated partitionss. EXPERIMENTAL RESULTS

A ={X,, X, X5, X, X5, X ¢, Where X, contains At this point, there will be a comparison between
the datac andc,, And B ={Y1'Y2}v whereY, is the methods of knowledge extraction. This will
work with real data sets, very different from the

the data with a negative decision aNgare t o repository of databases for machine learning

positive. Some rules are: [22]. These sets are widely known and used in this
If c.andc, is high and light, then d is negativearea of knowledge, so that will deepen their
(completely true rule) description: "Iris" is the most simple, "BUPA" and

e
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"Diabetes" are also simple sets but not as linearhest is updated (step 3). In each set, parameters a

separable "Glass "and" Carp " are less linear amahosen by trial and error, showed in Table 2.

more complex. For analyzing rough set, it is necessary for
S . - iscretization of continuous variables in the first

Each data set is divided into training set (legtep. The modified Chi2 [23] with a variation, will

and test set (1/3). In rough set divisible, 2/3tedf A .

. i o L lower the initial level of consistency , and more

first form is used for initial training (step 2) édthe

examples are needed to obtain more representative
equivalence classes.

Table 2. studied data sets and hit rates

Sets Features Parameters Hit Rate
Examples AttributesClasses Lc finaln clusters Update % F1 F2 F3 VPRS
Iris 151 4 0.75 3 10%  92.00% 94.00% 94.00% 92.00%
BUP 344 6 0.58 4 10%  48.68% 65.22% 66.96% 54.78%
Carp 4177 4 0.53 8 15% 54.66% 54.60% 54.74% 5b.68
Glass 213 7 0.40 3 20% 56.35% 67.61% 69,01% 57.75
Diabete 768 7 0.66 4 20% 55.47% 67.58% 67,98% 59.77%
Table 3. Hit rates of different methods for knowledge extraction
Hit Rate
Sets
ID3 CART Multilayer Perceptron RBFN
Iris 94.00% 94.00% 96.00% 96.00%
BUP 60.86% 64.36% 70.42% 60.01%
Carp 55.03% 54.24% 56.03% 55.75%
Glass 67.61% 70.41% 54.94% 54.93%
Diabetes 74.21% 69.52% 73.05% 65.63%

certainty than a decision as examples as true.
As shown in Table 2, the proposed improved

rough set combined with agglomerative clustering |n Table 3, a comparison of the results is
provides a progressive increase in the hit ratés Thoptained for the studied data sets when using other

is mainly due to: methods of knowledge extraction following the
1. The examples of tests that do not belong tgifferent rough set strategies.

any equivalence class of forms in the training are .
awarded the group's decision included in the On the one hand, there are two types of decision
positive region with the nearest center. This can Hrées (ID3 and CART ) and the other two types of
done from the Phase 2 of the initial knowledgef‘eufa| networks (multilayer perceptron and radial
when the centers are calculated. basis networks [24]). In most cases, these

2.A greater number of examples fall into certaif€chniques exceed the results obtained by the
rules (many in the following generated equivalenc¥@riable precision rough set, while observing the
classes), which can be assigned with greatéfm'lar results of those rough set methods.

considered decision. It has also allowed the
assignment of a class to the examples that fall in

) ) uncertain rules or do not fall into any rules, hesza
This paper proposes an improved rough sgfny sych training was similar to them.

combined with agglomerative clustering. The “The technique requires the choice of several
concept of equivalence class was also incorporate@rameters such as the level of consistency
to merge and divide subclass. This technique seekghieved in the discretization, the final number of
to obtain certain rules from the uncertain ruleg,sters up to each equivalence class or the

made by the method of rough set. Thus, the numMbg{inimum percentage of renovation examples
of new examples increases to be assigned to a

7. CONCLUSION
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required
equivalence class. The values assigned to theg
parameters should be suitable for the instant case,
considering the poor selection can cause the

to proceed to the division of an

generation of rules less significant.

Finally, as a future extension to the presentefl O]
method suggests the inclusion of neural networks to
replace the perceptron RBFN used in the phase of

updating knowledge.
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