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ABSTRACT

In some fields, Kronecker product has been useehsitely. In this paper, we first review propertaw
definitions of Kronecker. Then, we derive two prdfes of the derivatives of matrices with respext t
matrices in terms of the proposed concept. Findlig, paper presents a novel method and new infight
proving derivatives of Kronecker product themsellagsusing the concepts and properties of Kronecker
Products and Matrix Calculus.
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The paper is organized as follows: In Section 2,
we review briefly some properties of Kronecker
Hroduct and the vec operator, which together
rovide a compact notation. Section 3 then derive

1. INTRODUCTION

The interest in the Kronecker product has grow
recently. Kronecker prpduct which was named aﬂ }r/vo properties of the derivatives of matrices with
German mathematician Leopold is a specig

ST . - Tespect to matrices. In Section 4, we achieve
operator for multiplication of two matrices. It. 'S derivatives of Kronecker product themselves
important for us that Kronecker product S|mpln‘|esSection 5 concludes '

the notation of many algorithms.

Kronecker product arises in many different areas  pEFINITIONS AND PROPERTIES OF
of science and engineering[4], which allows more” K RONECK ER PRODUCT

elegant and compact derivations and has important

applications in many fields, including computer | ot ys review some basic concepts of Kronecker
V'S'on.[G’lél]io stagsth[_g]l,l cogtrol and fmatnx product and matrix calculus for understanding the
equation[2,10]. Especially, the use of many, ., of the theorems presented in the following

|n_format|0n theories for K(onecker product is use ections, which are useful to establish derivatofes
widely. Several trends in the development o
ronecker products themselves [12].

scientific computing suggest that Kronecke
product operator will have a greater role to play i
the future. But the rules and properties obefinition2.1. Let ALDR™" B R, then
Kronecker product are little discussed, even booksronecker product ofA and B is defined as the
on mathematical aspects little discussing thgatrix[1,3], Kronecker product is also known as a

properties and applications of Kronecker product igjrect product or a tensor product.
very short without any explanations of its rulesl an

properties. That is why we are discussing the rules
and properties. aB aB - aB

In this paper, we introduce some concepts of aB aB - a,B
Kronecker product and its application in expres,singAD B=

simplifying, and implementing Matrix Calculus.

We discuss some results which will be found very a,B a,B -~ a,B
useful for the development of the theory of both

Kronecker product and matrix differentiation.

Finally, we prove derivatives of Kronecker product

themselves.

OR™™ (1)
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Definition 2.2. Let ALDR™", then the operator 1hiS can be simplified
vec(A) is defined to create a vector by stringing

together, one-by-one, the columns of matrix (AT O In)Tm,n =Tn,n(| 2 U AT) )
AOR™" [5] Thus
A(: T
D PR 4T, 0A) @
vec(A) =| - ) dA " '
A1) Theorem 3.2. Determine the derivative of

dA™A/dA, whereA ismxn
Theorem 2.1. For any three matriced ] R™",

BORP and X OR™P dA7A
dA

dA™
dA

=, 0AY+(A" OI,) (10)

vec(AXB) = (B O Avec(X)  (3)

4. DERIVATIVES OF KRONECKER PRO-
Theorem 2.2. Define the matrixT , ' as the matrix DUCTSTHEMSELVES

that transformyec(A) intovec(A'):
In some fields, it is usually useful to esisil

T vec(A) = vec(A") (4) derivatives of Kronecker products themselves [8].
mn Therefore, we achieve derivatives of Kronecker
products themselves by using Kronecker Products
and Matrix Calculus. In this section, we derive
3. DERIVATIVES OF KRONECKER PRO- formulas about Kronecker products themselves as
DUCTS follow:

Theorem 3.1. Determine the derivative of Theorem 4.1. For any two matricesA [J R™"

T - d
dA” A/dA whereA ismxn , BORP, the matrix producT is
dAT A defined, as follow: .
i :(InDAT)+(AT Dln)-l_m’n (5) Y 0 - 0
W, 0 - 0
Proof. Using the relationship between the vec and
Kronecker product operators, this can be used to
determine the derivative A" A/dA, where A , O 0
IsmxXn. 0 qu 0 w
ved AT A) = (I, DA Jved A) = (AT 01, )veq(A") 0 W -« 0 !
e dAOB_| .. =10 *
That we define derivatives of matrices with respect - “'n .
to matrices is achieved by vectorizing the matrices O vy ... 0
Therefore, derivatives of matriceb(X)/dX are q W,
the same aglvec(A(X))/dvec(X), then we use
the product rule and 0 0 - ¥
QEtT ] 0 0 - Y
PANAED -, 0a)+(A T,
dA d(A) '
0 0 W,

(7)  where

R
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| By 0 - 0] I oa, B, O0aB, . oay By, |
B, 0 - 0 0a, 08, 02,
0a, B, 0B, . 0ay By,
0
B, O 0 aa“ S aa"”
0 B]J 0 aalprl aaiprl ) aaiprl
0 da,,
0 B 0 08y, A1
qJ _ 2 _ I D aa'ZlBll aa‘21Bll . aa‘21Bll
= =In 0B, do,  oay %,
0 Bpi - 0 aa21821 aa21821 . aa21821
e e e 0a,, 0a,, da,,
. - d(va{ADB))_ oo oo oo e
0 0 - BZi 0, 0a,, oa,,,
0 o |; ' %8B, da.B,  da.B,
2 B 0a,  Oay, 08,
Proof. Let ADR™" , BORPY, Then with the %a,B, da,B,  da,B,
definition of Kronecker product, we vectorize the
matrix. That is, 6a11 6a21 aa'm
ADB)=(a B 5 aB BBy BBy 0uBa
Ve(l;( ) _B[ail (R Ba11 p1 i3321 1 da,, da,, da,,
a21 pl’”"aml TS aml pl’a12 1
B . a B ... a B ]T aaTmBPq 6amanq . aaTmBPq
a:I.2 pl’ ' mn — pqg mn = pq
| da, 03y 08
and likewise (11)
Then, we have
vedA) =[ay; @y - ay.dp 8, v 8y,
ey, Ay, amn]T i .
B, O
BecausedA(X)/dX is the same thing as
dvec(A(X))/dvec(X) . This is where the B, O
relationship between the vec operator and 0 B
Kronecker products is useful [11]. That is "
dAOB _ d(vec(AL B)) a 0 B,
dA d(vec(A)) dAOB _ d(vec(AD B)) _| -
dA d(vec(A)) B, O
With the properties of the Kronecker product,
we derive a different expression. The derivative of
vec(AD B)is B, O
0 B;
0 By
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Thus, it can be written compactly as

Y 0
Y, 0
W, 0
0 ¥
0 Y,

dAOB _
dA 0 W,
0 O
0 O
0O O

where
B, O
B, 0
Bpi 0
0 B,
0 By,

W =
0 Bpi
0 0
0 0
0 0

5. CONCLUSION

m

0B,

approach for acquiring derivatives of Kronecker
products themselves.

We start by introducing the Kronecker product
and describing the concepts and properties of the
Kronecker product, and conclude by describing one
application of the Kronecker product., then we
derive two properties of the derivatives of matsice
with respect to matrices and finally compute
derivatives of Kronecker products themselves. This
work provides new insights into acquiring
derivatives of Kronecker products themselves.
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