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ABSTRACT

Orthogonal frequency division multiplexing (OFDMas been considered as a kind of effective means to
realize wideband data transmission by applying ipleltlow rates and parallel data transmission sub-
carriers. A very important characteristic of wisdechannel is multipath propagation, which makes th
received signal overlap, and leads to inter synielference (1SI). Therefore, OFDM channel estiorat

is an important part of OFDM system. This paperppsed a channel estimation algorithm based on
Kalman filter compression sensing (KF-CS). By tenbination of KF and CS algorithm, the KF-CS gets
higher estimation precision with fewer pilots comgzh with classical algorithms. We adopted LS,
LMMSE, CS, KF and KF-CS algorithms in pilot inserti method, obtained complete channel spectral
response and got effective comparison of mean sgesaor (MSE) of the channel response. Simulation
results show that the proposed algorithm of KF-@S letter accuracy than KF algorithm, and can eeduc
pilots. So the proposed algorithm can get good mdlaestimation performance with fewer pilots and
improved spectrum efficiency.

Keywords. Channel Estimation (CE), Compressed Sensing (CS), Kalman Filter (KF), Orthogonal
Frequency Division Multiplexing (OFDM)

1. INTRODUCTION applied successfully to channel estimation in
OFDM system[4-7]. Because CS uses the statistical
Wireless signal transmission in  mobilecharacteristics of channel model as the priori
communication channel is a very complicatednformation, and its reconstruction algorithm can
process, in order to recover the signal accuratly effectively reduce the computational complexity
the receiver, there are some methods which can bad the requirements of sampling point. In [8], CS
used for resisting multipath effect on transmissiois applied to two-way relay system, which indicates
signal, such as load balancing, multiuser detectio€S can play a broader role in channel estimation.
and the space multiplexing technology, all thes€or the sake of improving the performance of
methods depend on wireless channel stathannel estimation, literature [9,10] introduced
information (CSI), which is the basic informationseveral CS reconstruction algorithms. However, the
for correctly demodulating out all sorts of aliagin above documents do channel estimation in slow
signal, and it's necessary to estimate parameferschanging system. For time-varying channel,
the transmission channel at the receiver. Kalman filter [11,12] is a good choice for channel
e(?stimation, but the traditional Kalman filtering

At present, the classic OFDM system chann ethod needs to insert pilot signal, witch resinits

e_stimatiqn. algorithms are the least square (L5) arfrae reduction of transmission efficiency. On the
linear minimum mean square error (LMMSE) [1].Other hand. the combination of KE and CS

Eg;sigztraingtlo tgze irlr?pl)g?:lt lz)? nzsiggnat;t?my;ﬁo?g egastimation algorithm can get higher estimation
. 2 S accuracy for time-varying channel.
algorithm is simple but the estimation performance
is poor. Candes, Tao and Donoho formally put Kalman filtering, as a typical estimation theory,
forward the concept of compressed sensinbas a wide range of application in image, radar and
theory[2,3] in 2006, considering the sparsanavigation fields. Recently, CS theory has become

characteristic of wireless channel, and were gyicklan important method in sparse signal processing. It
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breaks through the sampling rate limit of tradiibn rate. Therefore, in order to perform the high-speed
Nyquist sampling theorem. When the signal in @lata transmission, we generally consider the
certain transform domain has sparse characteristpherent detection in OFDM system, and the data
the rate of the signal sampling can be lower thaon the subcarrier are demodulated by PSK or QAM
the Nyquist sampling rate. Considering themodulation scheme.

complexity of system channel estimation algorithm, I .
this ppapeyr inti/oduced a method combiged the.The principle diagrams of OFDM system and

Kalman filter and CS technology in OFDM wireless channel estimation are shown in the

.f(%llowing Fig.1 and Fig.2. Firstly, the sender does

channel. From the known sparse support set PO nvolution and interleaving, and then goes to

of view, the Kalman filter can obtain channel . . ving, _ goes
QAM mapping, inserts pilots after de-serialization,

estimation with minimum mean square - errot gain completes sub-carrier modulation through the
(MMSE), and the compression support set of th FT transform, finally adds circulation prefix, c&n

channel can be determined by CS technology. So

the combination of Kalman filter and CS can ge (ierr:ijIZrlImct)hethfecg}\u/glrp?é%cg/rgg_\t/?;ylggclghape?iil.
desired effect with lower signal-to-noise ratio Y, Y P '

(SNR) and the requirements of the observatio nd takes out the pilots for channel estimatioenth
dimension are reduced. Compared with othe?0€S channel compensation and completes data
: d

o S . etection according to the estimation results.
traditional channel estimation algorithms, the§ -
uppose the length of cycle prefix is greater than

S:gggggginKSFF;;:rieﬂ%%rglhgaT;;SbEtter t'J“:)phcat'omaximum de_lay of multipath, and has a very go_od
' synchronization, therefore, the ISI and inter arri

Through the following sections, this articleinterference (ICI) can be ignored.

discusses the principle of the proposed KF-CS

algorithm. And for the sake of demonstrating the

algorithm by simulation compared with traditional,

specific content is as follows: the second part,

introduced OFDM system sparse channel model

and channel estimation technological process; the{ggg;gi i;pevrfézie}« i%‘;ge«{p:{::vH e

third part, introduced Kalman filter algorithm and Fi lma‘gng Sructure of OFDM

CS technology to estimate channel respectively; the 'g.1 System Structure 0

fourth part explained the feasibility and estiroati .

steps for the KF-CS method; the fifth section made Y}/ Exraction of Yo ([ Extraction of [H(K)[" Extracton of | ,

. . . pilot signal pilot signal pilot signal
some corresponding simulations to compare KF-CS
channel estimation algorithm and the traditional signalby

convolution
code

estimation algorithm, to verify the new KF-CS T
algorithm is more effective than other algorithms Fig.2 Channel Estimation Diagram
with lower computational complexity; section six
concluded this paper. Hypothesis discrete OFDM channel model as
2. OFDM SYSTEM MODEL follows, .
= - =i 2-1
OFDM is a highly efficient multi-carriers h(n) ;h,b’(n i) (2-1)

transmission technology, N sub-carriers divide the, (2-1) L is the channel length of OFDM system

channel into N sub-channels for parallel : ; :
. . . and L = is maximum delayT. is
transmission, and it has very high spectrum L =Ty /Te (T s

efficiency. The receiver adopts incoherent detectios@mpling period).

and coherent detection in OFDM systems. Fofhe vectoh =[h,,...,h _]" only has fewer nonzero
incoherent  detection, the transmitter doegalue. Then the received signal vecYocan be
differential coding with  continuous symbols ofexpressed as,

sub-carriers  which are corresponding to OFDM Y = Xg+v=XWh+v (2-2)
codes. Then uses IFFT processing and adds protect ) .

interval. The biggest advantages of incoheredf (22)X = diag(x,%,....xy) and g is channel
detection are that the channel state information fsequency responseY is Gaussian white noise,
not necessary and complexity is low for théW can be expressed as,

receivers. However, incoherent detection is only 1 iomoin

applicable in transmission system with low data [W]a,b == ab=12..L

IN

120



Journal of Theoretical and Applied Information Technology
10™ March 2013. Vol. 49 No.1 N

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

Hypothesis P represents pilots of OFDM 0O = .
systemSis the position of pilots dfl sub-carriers. C(k) =F(k,k-D)xC(k)xF (k,k-1)
Then the pilot signal at receiver can be expressed +T(k, k-1 xQ(k) xT (k,k-1)'

Yo = XpWoh+vp, (2-3) Q(K) =U (K)xU (k)'

In (2-3), Y, =S¥ , X, =XS" » W, =SW , v, =SV, 2, Calculate Kalman gain matrix,

byY,, X,,W,, we can estimate vecthr, and get 0 0 0
channel frequency responsedpy:-\Wh. K (k) =C(k)xH (k)" xC(k) xH (k)" + R(k)(-1)

R(k) = N(k) x N (k)"
3. KFAND CSPRINCIPLE

3, Update estimation,

3.1 KF Algorithm 0 0 0

Kalman filter is a kind of iterative LMMSE X(k+1)=X(k)+ K(k)x[Y(k) —H(k)x X(k)}
estimation method, each iteration uses the measured N ) )
value of the current and past. On the other hanﬂ; Calculate estimation of covariance matrix after
Kalman filter brings in the conception of stategan Lépdate, :
uses state equation of the system to describe tigi +1):[| —K(k)XH(k)]XC(k)x
process of estimating parameters in each moment. \
So we can apply Kalman filter in non-stationary [| —K(k)xH(k)] +K(K)xR(K)K (K)'
processing. The optimal criteria of Kalman filtagin
and the estimation criterion of MMSE are about t3 5 CSTheory
ensure that the MSE of every moment estimation  ~g
minimum. Considering Gaussian noise interferenc
of linear discrete system as follows,

X(K) = F(K,k-1) [X(k -1)

is mainly aimed at sparse signal or
compressible signal, which plays sampling and
compression simultaneously.

(3-1) Assuming that a signal i f OR"), its length is

+T(kk-DW (k-1 N. Transform base vector g (i =12...,N). t0
Y(k) = H(K) [ X (k) + N(k) (3-2) transform the signal as follows,
In (3-2), x(k) and Y (k) are state vector and f =ia11ﬂ- = war (3-3)
observation vector respectively(k k —1) is state e 1

transition matrix,u (k) is noiseT (k,k —1) is system Supposer only hask (N >> K ) nonzero value or

control matrix, H(k) is observation matrix and close to zero by exponential attenuation after

N(k) is observation noise. transformation in f(_)rmula (3-3), so the &gna} is
sparse. In the premise of known compressed signal,

Equation (3-1) is the state equation, and equatidaS process can be divided into two steps,

(3-2) is the measurement equation. The mai

principle of KF algorithm is to get state estimatio ) i . .

by feedback control. Therefore, KF can mainly pobservation matrix to measure signal, the matrix is

divided into the following two steps: time updatenOt relevant to the transformed base, Igetl

and measurement update. Time update is alQ§der measurement vector. _

known as the forecast period, which is mainly>econdly, — reconstruct according to the

based on the current status and error variand&asurement matrix. Do linear project for signal,

estimation, and its objective is to get the timénpo and obtain measured value namgdhat can be

of a prior estimation. Measurement update iexpressed as,

mainly used for feedback, which improves y = ¢f (3-4)

estimation accuracy by introducing new . . .
measurements in a prior estimation. The two stagé@ (3-4), @is aM x N measure matrix, which makes

of the specific calculation method apply themeasured content reducedi¥bdimension. So that,
following iteration steps, y=¢f =pypa =Ta (3-5)
Due to thaMm is much less than , for formula (3-
5) the number of equations is less than that of
1, Calculate pre-estimate covariance matrix, unknowns, by mathematical theory, this equation

Eirstly, design a MxN(M<<N) dimension

Predicted value>:<(k) =F(k,k-) X (k-1
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has more than one solution. Therefore, CS Step four, update residual,
usesf vector, which i< sparse, and measurement C
matrix T® needs to meet restricted isometr =V - =
! Y h=y-¢ f. t=t+1

property (RIP). When the specific position of

nonzero value inf vector is unknown, through Step Five, determine whether it meets K, if
optimization theory, it can recover the initial sy it meets, then stop the iteration, otherwise exeut
from the observation vector. step one.

Signal reconstruction algorithm is the core of C  In each iteration process, OMP algorithm selects
theory, it is to accurately recover the originagthi the best matching atom to reconstruct sparse
dimensional data from the low dimensional datiapproximation from over-complete atom library
and the reconstruction accuracy is very importar inamely T = @y ), and finds the residual of
The typical algorithms include basis pursuit (BF
which based on the norm minimum greed trackir

: . . the atoms with signal residual. After a certain
series algorithm, and other algorithms such as t . . . .
. . . _number of iteration, the signal can be made linear
matching pursuit (MP), orthogonal matching

purst(OMP) and S0 on. This paper.main orec™or e aloms Ther makes e choser

introduced the general OMP algorithm. ensuring that the iterative optimality. So OMP
The basic idea of OMP algorithm is to selecalgorithm is very suitable for sparse multipath

column in ¢ with greed iterative method, thechannel estimation. Compared with LS, LMMSE,

selected column must be related greatest to tOMP needs fewer pilots

current redundancy vector in each iteration, then
subtract the relevant parts from measurement vectdr
and repeat iteration, until iterations reach tharse
degreeK .

signal, then continues to select the most matcbfng

CHANNEL ESTIAMTION ALGORITHM
BASED ON KF-CS

According to the above content, we combined
The core algorithm steps are shown as follows, adaptive Kalman filter with CS to estimate OFDM
channel parameters. According to OFDM system of
basic model, firstly, using CS technology for the
init channel estimation, and then process the

Input, the sensing matrix is°S, sampling vector
is Y, and the sparse degreis

O estimation based on tHe, using the adaptive
Output, the closed estimationfs; Kalman filter to predict a group of ndwalue, and
finally we can get the whole channel frequency
Initial, the residualy =y, response value.
index setC, = ®, t=1 The main implementation steps of the proposed

algorithm are as follows:

Cycle steps are as follows, 1) Initialization parameters: non zero channel

Step one, find residufiland the corresponding estimation of the response det= ® (empty set),
subscriptd of max Column]'j product of sensing P, =0.

matrix. Namely, 2) In the first OFDM symbols, using the received
signals and the known pilot sequence to estimate

pilot frequency positions of the initial value:

Step two, update the index set=[,_, D{At}, - Y@
record reconstruction atomic set in the found HO)= X (1) (4-1)

sensing matriy, =|g,_,.T, |

A; =argmax;_; Krt—l’TJ' >‘

3) OMP algorithm is adopted to estimate the
Step three, through the LS, deduce the followingitial CS, through which to get nonzero response
formula, 0
sets[” and Kalman iterative initial valuéi, the

y—@, ? detailed steps are as follows,

ul
f, = argma%

2
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The first step: initialize the iteration inddx=1, estimation algorithms, and the MSE is defined as
setting the initial residual valug = |:| ; follows, i

The second step: look for a position index E{Zhi —ﬁi }
A =argmax,-:1,2,.‘.,N‘<R[_l, F, >‘ i which F, i : (4-2)
represents FFT matrix sectioh column; E|:Zhi }

The third step: update A, =A, DA In (4-2), hyis vector elements 4.

according to/\, calculate FFT submatrik,, ; 5 SIMULATION RESULTSAND

The forth step: use the least square algorithm tn ANALYSIS

solve the following problems:
_ . According to the algorithms described above
Z = argm|n||R —Fy [Z”z getZ, sections, we apply 16QAM as modulation method,
The fifth step: calculate the residualusing Rayleigh multipath fading channel as the
errorR, =R, -F,, [Z,, whent <k, return to transmission channel, using MSE to measure the
L ) . kind of channel estimation algorithms, and compare
second step, whilé =k, stop the iteration; with  traditional OFDM channel estimation
The sixth step: restore the original channel usir&/gorithm, such as LS, LMMSE and KF algorithms.
osition set/\ The MSE of channel and frequency response curve
P te are as follows,

4) For numberj (j=2) OFDM symbol, ,

10
2

before

0 0
calculate  parameters r, =|hj=hja

10 &

2
channel estimation, and compare with the preset

threshoIdDj SNy >Dj which indicates that the

time-varying channel response position has ;
changed, on this condition, we can estimate the £
channel coefficient values by KF algorithm, but

because of multipath time delay which causesthe
position change, this will lead to the failure of
demodulation at receiver. Thus it still need to use w7,
CS technology to estimate delay parameter of the SNRin DB

non-zero coefficient path and non zero Bet

n squared error

Fig.3 Contrast Figure of LS LMMSE and CS Algorithm

5) If r; <Dj in above 4), which demonstrates From the Fig.3 we can see the performance of

that position has not changed, then we can tradR€ CS algorithm is better than LS and LMMSE
O algorithm obviously. This is because the LS

the channel impulse responkg directly according algorithm doesn’t consider the influence of channel
to the last non-zero st . noise, and CS uses the OMP algorithm to estimate,
which can better reconstruct channel frequency
6) Update the system noise covariance mad@ix response. In addition, LMMSE algorithm doesn't
consider the sparse of channel, which is very
important for the estimation result, so to reaoh th
7)j = j +1, return to the step 3 ) for the nextSame estimated MSE of the channel, the
reconstructed algorithm based on CS is more
efficient under the same SNR.
According to the filtering cycle formula we can
predict channel estimation value. Now we consider
to compare the channel MSE of different channel

and the measurement noise covariance mBrix

iteration.
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Fig.6 Contrast Figure of KF, KF-CSand True Channel

As the Fig.4 shows that Kalman filter can, CONCLUSIONS

significantly lower MSE of the channel estimation

compared to the LS algorithm, and can make a very To play channel estimation in OFDM system,
good approximation of the true channel. This effeahis paper proposed a kind of channel estimation

is brought by the algorithm itself characteristafs

algorithms, which is combined Kalman filter and

Kalman filter. In each iteration, the Kalman filter CS. We applied under-sampling to direct sequence
updates channel estimation error, and adjustaodulation signal, it not only reduces the sampling

estimated value for the next iteration, especiadly

node, but also builds random observation process

Gaussian noise environment it can accurately tragkodel of CS, then at the receiver, we used KF-CS

time-varying channel.

mean squared error

SNR in DB

Fig.5 SNR-MSE Figure of LS, KF and KF-CS Algorithm

reconstruction algorithm to estimate the channel
time domain response. Simulation results show that
the proposed KF-CS has lower channel estimation
MSE, which can reduce the pilot quantity and

improve the spectrum efficiency. For channel

estimation, by CS, we can get the pilot signal
location by random selection to achieve optimal
performance, i.e. randomized pilot pattern that can
approximately satisfy the sensing matrix constraint
isometric condition. However in this case the

performance of channel estimation is random, not
whether can we design the best fixed pilot pattern,
to make the performance of channel estimation
with higher accuracy and stability, but how to

design such a pilot pattern, which is worthy of

taking the next step.

As the above Fig.5 and Fig.6 shown, after
improving Kalman algorithms by CS technology, ACKNOWLEDGMENTS
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