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ABSTRACT

Spatial spectrum estimation of is an important bhaof array signal processing. A multi-scale system
theory is the key to the multi-scale system tormefa new concept, which is similar to the disctate
system Z transform. This paper mainly introducesgpatial spectrum estimation of beam forming natho
linear prediction method, subspace method, paramm&thod, and for each algorithm were discussed
analysis comparison. The paper presents the résefirmvel spatial spectrum estimation algorithredzh

on the multi-scale systems. Experiment results stiaw this system is feasible and efficient. Finally
using the Gram method and the rank criterion mefbodhulti-scale modeling of controllability areshin.
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1. INTRODUCTION be estimated, such as the azimuth angle, elevation
angle and the number of signal sources.
People know that there are many physical Beam forming is in a given direction is formed
phenomena are in different time scales to produce, 9 9

However, how too systematically information will o1 the mam.bea.m for receiving the useful signal, i
the other direction to form zero to suppress the

be added to the appropriate process model, or hg erference signal. Its essence is a multichannel
to use the information to solve some basic problenln'g . gnal. | ST
ray signal processing system, which is different

in process industry has become a problem to : A .
S : .from the usual time domain signal processing, also

solved, for example, control, estimation, diagnosis,. . . )

o ' R different from the frequency domain processing, is
The traditional model, only provides a in different o

. . : spatial filter concept.

scale physical convolution expression method. Bu‘?,
in the different processes used in industry processWith the wavelet transform and multi rate of
model consists of different time scales. development, the multiresolution signal processing
a|iesearch more and more attention from the

Spatial spectrum estimation is  a  spati cademic circles. The multiresolution signal
processing technology, because of its superigr ' 9

spatial parameters (such as the azmun andbfiEER TREEEL 8 MUEY, SRR B SO
estimation performance), and attracted a vast 9 P ' y

number of scholars to study, and it is widely agali and stochastic process for multi-scale modeling and

to other field [1]. Spatial spectrum estimation O{nultl-scale signal processing provides a useful

' . ; ramework. In order to establish multi scale model
array signal processing is an important branch, so

. : . . and the multi-scale model forward effective multi-
its basic theory is inseparable from the array aign : X .
%cale processing algorithm  requires  the

processing of the basic principles, namely throug .
the space of the data received by the array ofqahadseuﬁl(s)ggee?;g;; {Eglt')uryscale system theory and the

difference to determine one or several parameter to

s
293




Journal of Theoretical and Applied Information Technology
10™ March 2013. Vol. 49 No.1 N

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

Linear prediction (LP) algorithm is a time serieccan also be passed beneath the coefficient to
analysis of commonly used a method, which usesexpress, as is shown by equationl.
series of known static discrete stochastic process

sampling data, predicting the future or past data. (s(k)—so(k))2
Predicting the future data is often referred tdhes p(S(&)) =T, w2 I E—
forward prediction and the prediction of past data ( s(()) s(k) L

often referred to as to the prediction. A multiisca
system theory is the key to the multi-scale system The multi-resolution representation method is
define a new concept, which is similar to thedescribed as a tree of dynamic system, the said
discrete time system Z transform. As a result ohethod provides a signal and the phenomenon of
multi scale model and multi-scale signal processingiultiple resolutions modeling of a hypothesis,
algorithms are established in two fork tree, so owvhich in turn directly produce a optimal resolution
main task is to define the basic two fork tree ©of the signal and image processing are useful
dynamic mobile " operator. As a result ofmethods. Willsky et al and use these observations t
guadrature mirror filters (QMF) group is a multi-detect scale recursive model, which produced a
scale signal representation of the tower foundationSchur-Levison method and a Kalman filter for multi
cale routine. On the important signal

SC‘?"e domain can provide a fast af_‘d parall(fsll nsformation and image processing problems,
algorithm. The classic model representation meth ith the likelihood computation of correlation

s not able to use the frequency domain controllgy; orithm, thus produced some new methods; they
design method, _becaus_e of the presence of | lude multi-scale data fusion, in a sequence of
hardware constraint. Multi scale domain framewor ages behavior estimaton and texture

in time _and scalt_a domain moment, it pr_owdes Rlentification.

similar time domain frequency domain environment

to indicate the specific requirements. In the ¢gtads  Will describe a transformation-based linear
model predictive control is the most important essusystem framework, it is from the time domain to the
in the domain length, scale domain which can pagsequency domain numerical and feature
through different methods to solve. The multi-scalgonversion. These characteristics of the conveser
model predictive control algorithm is to meet thevell as its general, makes the multi-scale linear
requirements of the feasibility and optimality. tta System theory is very valuable. The existing theory
estimation method of multi-scale representatioyf linear systems in many systems theory
can also fit into the multi-scale error statistiaad characteristics, can be in without making any
can also fit into the more object related informati changes to the case of conversion to multiple scale
and rich feedback error. The paper presents tld®main, so that we can not do any modification can
research of novel spatial spectrum estimatiobe used in both time domain and frequency domain
algorithm based on the multi-scale systems. method.

2. MULTI-SCALE SYSTEM THEORY In the state space or input / output model of the
dynamic process of the state, input and the
On a family tree, it has the concept of distanceneasured variables, the continuous models are
that is to say if it is the tree of two nodes, thiea defined in the set of real numbers, if it is a dise
distance between them, which is in the shortest paime model is defined on the set of integers. State
between nodes and the number of branches. Foingut and measurement in time domain of wavelet
given tree we first give the demarcation pointoPri transform allows us to define these variables, they
to this, we first give the tree partial sort, seytitan can pass a tree to describe. However, the results
give a rule, this rule can be pointed out that thisroduced by the model characteristic is not obvious
node. When, the corresponding tree representationthe promotion of industrial changes and improve
for the set of integers, it has two boundary pointgngineering application is also not particularly
[2]. The fact that the integer increments to dexlinattractive characteristics [3]. The engineering
to two sequences are equal, that is to say, aisd itapplication refers to the simulation, estimation,
their difference is that a finite number of nodes. linear process control, on the dynamic behavior of
_ . . the optimization. In this section we attempt to
This recursive transformation can also b%Iarify these issues. Consider the input output

c?nve_rc';edlto ? ma;r_leoper?tlon_. Ig_;fhls C?nvae_g'o%odel -- by the integral of the product under test
of residual value of information in different sc hgiven, as is shown by equation 2.

different, and the reference point is similar te t
signal's rough approximation. Therefore, the signal
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) 1 . [5]. At the same time is in a limited time blocking
Og =—— ” [(1(X,y) = 5] dxdy their handling characteristics. So we need a
AQ (x,y)0Q framework, it can provide dynamic process,
(2) measurement and control behavior representation,

) and in the frequency and time (scale).
These expressions do not change the order of the

model. In the time domain n order model, if along Wavelet is a meet certain requirements of
through the scale or in a given time directionnthefunction, the integral is zero, it is in the X axi§
in any given scale will also maintain order n. Ofvave. They are localized and they ensure that the
course, an arbitrary high order model can bwavelet transform in direct and reversible on
converted to a first-order model [4]. calculation is fast and easy. There are many kinds
. _ ) of wavelet: smooth compactly supported wavelet,
A multi-scale model is designed to be th§ayelet, with simple expressions for the wavelet
problem in time domain conversion to multipleyny simple correlation filter. Similar in Fourier
scale domains to consider, so you can make full ugg,| sis of sines and cosines, wavelet as indicated
of time domain and frequency domain propertiegging other function basis function. Although
thereby reducing system noise and improve thgayelet was localized in the frequency and time,
robustness of the system. but it's not like Fourier transform. On the control

Discrete linear time invariant multi-scale system#heory is an important advantage is localized.
are controllable, if given an initial state node, ia Application of wavelet transform in another
scale starting point. So this system can be agmit j\oorant advantage is that: the computational

set of input makes it possible to obtain any nodg,mpexity. Fast Fourier transform has complexity,
state. Here and in the distance is limited, i.8d & 1 qyever fast wavelet transform only. Now consider
is the scale and the control input, as is shown By cqntinuous signal which is in the space (all sgua
figurel. integral function), and produced the following

, approximate sequence.
multi-scale

multt | scale | model We can use the scale function to filter correlation

: L signal, the signal than we wanted the

. @ @ approximation, the scaling function is presented as

p - . a low-pass filter. Extended parameters, said
@ @ multi-scale sampling a continuous function of time scales [6].

Discrete Wavelet and scale function are based on a
base-count|__| recursive method to define. Equation (3) in a
continuous scale clearly reflected in the scaling
] ] ] ) function and wavelet function between the recursive
Figurel. Multiple scale domains to consider relations. This recursion is not only the basis
figure function the relationship between is the relatigmsh
That iS not state Observed, Contradiction aneetween CoeffiCientS. Sa|d that SUCh a I’elationﬁ‘]ip

known system completely observation. The set e best way to tree representation, and it is also
not established, nonsingular. Necessity may permflescribed.
Certification is in order to completion. Althougtet
character of Rahm matrix observability criterion is WH(x,y) = ()¢ (y)
simple in form, but as a result of the multi-scale W2 (x v) =(x)@(y)
system state transfer matrix solution on difficasgti 3
makes the specific application of discriminant is ¥~ (X,Y) =¢(X)¢(y) 3
restricted, so can view character Rahm matrix ©)
distinguishing significance mainly lies in the As long as it meets the above requirements, so in
theoretical analysis. the following discussion content can be applied to
The results show that, we need to get on ey kind of.v_vavelet fu.nctic.)n.. In the absgnce of
scales of the process model, measurement a%%eua_ll conditions, for simplicity and effectiveags
control behavior. However, the classical Fourieh o .W'”db? Hear W?Velet al:?‘ the example. Chart
analysis method is only provided by said methooc!Gp'.Cte In one of two binary tree recursive
He in an infinite time range gives the process anr&la‘uons [7]. Assuming that there is a time
the measurement frequency behavior of information
s
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sequence, the sequence in the two forks tree at tmentioned earlier, the wavelet can not simulation
same sampling interval is projected onto the scalexompound leaf unfolding and convolution way. So
in this scale undertook a certain number of
convolution operations. In view of high order

importance of family tree. (a): it is pointed obat : . .
the wavelet coefficient of the signal, ( b ) ditgdh g%ﬂ:{gﬁ model would be written as the following

the tree is defined on the process generates @nsyst
theory. Note is made of a tree provides the signal Fu Liye transform of the basic idea is to
representation framework to map to be flexible. Falecompose a signal into a series of different
example, it can be applied to a higher dimensionfdlequency continuous sine wave, or from another
tree (to the signal he is defined in a multipoint of view is that the signal from the time
dimensional space, for example, time, and spac®main to the frequency domain conversion, but the
coordinate), the tree may be asymmetry can also Be Liye transform is a serious deficiency, thatois

a general outline [8]. This flexibility can and s&j transform in lost time information, not based on Fu
components in the special multi-scale structurkiye transform results judge whether a specific
matching. The multi-scale process model tagignal when it happened. That is to say, the Fe Liy
estimate and control research, family tree and itsansform is a pure frequency domain analysis
translation will play a very important role, in themethod in frequency domain, it is positioned
next section we will summarize the mainexactly (i.e., frequency resolution, while the
definitions, as well as in the subsequent sectiosghest) in the time domain without any resolution.
using these characteristics.

Bassevile et al first recognized in it in the

Analysis of the position signal and frequency are
In the discrete Fourier transform, the translationharacteristic. The use of wavelet analysis of non

operation and, they are a translation operation ostable transmission signal analysis, we can get the

Translational value sequence is far away from thsignal in time domain information, but also can get

However, the discrete Fourier transform of théhe information in the frequency domain, this can

corresponding tree is an order; it is a singlee a very good signal determined location and

operation, if it is in a two fork tree, from eacheo frequency characteristics.

of the nodes it with a two subset of nodes. We need

two from boundary point to shift the operation. Th?" ip(\;T(;é:_Tipﬁﬁ'LRE%\é\ESﬂ MATION

obvious upward is the translation operation and the

corresponding. Wave direction of arrival (DOA) estimation in

Multi-scale system theory framework, which isradar, sonar, mainly are in the field of reseancti a
defined in the two forks tree translation, from alevelopment. As the airport control tower is used t
certain sense it represents the transformation observe the position of the aircraft radar. We also
frequency domain [9]. These frameworks, it comemstall a television antenna, the antenna towaed th
with some similar to the realization, causality andorrect image source direction; it is a directidn o
the transfer function of the system theonarrival DOA estimation [10]. An antenna using a
characteristics. It can provide a good environmengstimation of direction of arrival (DOA) is easter
used to describe the image, signal stability arehevachieve. But the angular resolution is dependent on
some simple dynamical system, but it can not bie directivity of the antenna, in addition, alssed
ignored in process control used in the dynamiantenna mechanical scanning. If you use the spatial
system of standardization. The existing frameworkonfiguration of the array antenna, not rotating
of superiority manifested in a concise and thantenna, also can realize to the direction of atriv
optimal approach to the static information, busit (DOA) estimation.
in the modeling, simulation and control is not

conducive to the operation, as is shown by equation By selecting the suitable adaptive algorithm, it

4 can implement real-time on antenna pattern
' mulling. So it can deal with a plurality of active
_ 2 jamming, the received useful signal, so that the
£=> LX) -1 WX,P J ! ; !l sighal, s .
! %[ () =1 (MX, P)] output of system signal to noise ( including vasiou

interference ) is larger than the maximum, in order

If these internal state and input is correct, thefp improve the detection performance of radar

this recurrence relation is effective, state in ynanSystem. Choice of weighted adaptive algorithm is

times it is through the equation (4) to mean. Bt t Very important, because it not only determines the
input requirement is a difference in average. As
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convergence speed and the complexity of thattention, its main reason is the algorithm congerg
hardware required for a decision. fast, and requires only limited input data can
curately describe the characteristics of external
vironment [12]. The convergence of adaptive
gorithm for SMI and G-S orthogonal resolution
i gorithm, and it is thus becoming the preferred
algorithm.

The most general adaptive algorithm is the Iea%(_:I
mean square (LMS) algorithm, LMS is based on theI
steepest descent method, and this method can
recursive computation and update the weig
vector. The rationality lies in the gradient vecior
the negative direction of the weight vector Linear prediction is based on the known time
continuous amendment ultimately resulting MSESequence to estimate the future or past time series
then get the optimal weight vector [11]. Accordingnethod; it is with the help of the prediction filte
to the method of steepest descent, in time to epdand prediction error filter to achieve. Prediction
the weight vector can be represented by thdter function is a predictor of the time required
following simple recursive relations to seek. sequence value; prediction error filter function is

An accelerated convergence method is to use t§gsed on the actual anq _pred_icted va lues to adjust
. . ; . e errors between prediction filter weights.
inverse covariance matrix. If the desired an
interfering signal is known, can estimate the An array by weighted summation, an array can
covariance matrix, and calculate the weight vectobe received direction gain focus in one direction,
In fact, the signal is unknown; the signalequivalentto form a beam [13]. Figure 2 is adaptiv
environment is also changing with frequencybeam forming principle diagram. Adaptive signal
Therefore, the adaptive processor must bgrocessor’s role is, according to the spatial aofy
continuously updated to meet the new needs afput signal and output signal adaptive form weight
weight vector. In the absence of a priorivector, different weight vector can be formed ia th
information, update the weight vector is required ibeam pointing in different directions, and the
the finite observation interval was obtained andesired signal maximum output power direction is
estimates, and use these estimates to obtain the direction of incident signal.
desired weight vector, as is shown by figure2.

1 Y2
. PV(¥) = 21xy), xO(x.%)
vent Get | Modsl Yo=Y v
Controller N *
’—’ Beam forming gl (5)
HTadaptive acijz s Because the MEM algorithm successfully breaks
(lient through the Rayleigh limit, thus further to attract
Browser , the majority of scholars on this issue in-depth and
o (PEmfmigl eytensive research, such as the double linear
Updee | ) prediction algorithm. These I__P algorithm re_search
eadt medn S ¢ for feature subspace algorithm for the rise of
. . foundation, but also promote the LP algorithm
alaptive algorithm research. LP type algorithms have a common
drawback is the spectrum peak search will appear
Figure2. Beam Forming Method And Linear when the artifact peaks, but through some method
Prediction Figure to suppress.

Array element identified one dimensional signal Having high direction accuracy and it is high
vector space, of which an interference signal vect@esolution and to multiple signals at the same time
is constituted of a dimensional interference signgjirection and the instantaneous short signal
subspace. In order to reconstruct the interferenggrection finding. Thereafter, based on the
signal vector subspace, in radar pulse delugaracteristics of decomposition of the super
interference signal vector is sampled, the obtaingdsolution spatial spectrum estimation technology
channel noise in the sampled signal. In the firf{as received extensive attention and study,
shapshot the sampled signal vector. proposed many algorithms, such as minimum

Based on the weight calculation method, adaptiveenvolution (- MN ), MUSIC root method, the
algorithm can be divided into closed loop and opefftational invariance  technique  parameter
loop algorithm gradient algorithm. At present, théStimation method ESPRIT, as well as for direction

open-loop algorithm has been paid more and mofé@ding of coherent signal source spatial smoothing
method. In the ideal case, they have relativelg les
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computation, but also has the traditional methoc
can not match the direction of super resolution. Q
LF
1 _ 2 . ¢inclugeysy’  ESFRIT
—Cdl(d +2)(1_||)4| ), if ||)4| <1 Subspace andparameter/."'
Ke(¥) =42

0’ f _1 ;Q\ lncu &
I ||)4|> (6) spectmmpee;l; ...... . Q < 1‘:1>>>

The MUSIC algorithm is used to receive dat: Ls
covariance matrix to isolate the signal subspacke a
noise subspace, using the signal direction vect .
and the noise subspace orthogonally to form tF RS

spatial scanning spectrum, the realization of th Q

signal parameter estimation.

“t{included>

MUZIC
ESPRIT algorithm to estimate the signai

parameters of array geometry requires the existence Figure3. Subspace Method And Parameter Method

of so-called invariant, this invariance can be Figure

obtained through two kinds of methods : one is the The Bjas method is based on the statistical theory
array itself has two or two above the same subargy 5 classical method, suitable for the parameter
two is through certain transform to obtain two Ogstimation problem. Maximum likelihood (ML)
two above the same sub array. With the in-depistimation method is Bias method for estimation of
study of the ESPRIT algorithm, ESPRIT algorithmy special case of white noise, are known in the cas
is further by the majority of scholars accept ands Bjas optimal estimation. In the algorithm ML,
promotion. observed signal of the likelihood function is defin

Known ESPRIT algorithm basic principle is theS containing the unknown parameters of the
use of type (2-71) rotation invariance, conventiongonditional probability density function, purpose
rotational invariance subspace algorithm is to usgnknown parameters is selected to make the
the basic principle for solving the signal incidentikelihood function is as large as possible. By
angle information [14]. The analytical solution ofmaximizing the likelihood function of the obtained
the equation of the two kind of commonly usedolution are considered to be an estimate of the
methods: least squares (LS) method and total leddtknown parameters.

square (TLS) method. In the estimation of spatial spectrum, according

Rotation invariant subspace (ESPRIT) algorithnfo the incident signal model, maximum likelihood
is the spatial spectrum estimation algorithm in &lgorithm is basically divided into two classes:
typical MUSIC algorithm, it also needs the arrayleterministic maximum likelihood (DML) and
covariance matrix eigen decomposition. But twdtochastic maximum likelihood (SML) [15]. When
have the obvious difference, namely Musiche incident signal obeys the Gauss random
algorithm is the use of the covariance matrix @ thdistribution model is derived for the maximum
noise subspace orthogonal property, and ESPRItkelihood algorithm is the SML algorithm, and
algorithm is the use of the data covariance matr¢hen the signal model is unknown when
signal subspace rotation invariant propertieshso tdetermining model derived from the maximum
ESPRIT algorithm and MUSIC algorithm can béikelihood algorithm called DML algorithm.

viewed as a complementary relationship. Compared Hypothesis of mathematical model of the
with MUSIC algorithm, ESPRIT algorithm has theaqgitive noise is white noise, assuming that the

advantages of small amount of calculation, does ”Qfeering vector of array manifold matrix of linear

need spectrum peak search. independence, snapshots requirements ensure the
statistical properties of the effectiveness. The
following discussion is based on the hypothesis of
the maximum likelihood criterion, as is shown by
equation 7.
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Z =H.X +V angle resolution, spatial spectrum analysis is also
! ! ! used some similar spectrum estimation in nonlinear
Z,=H,X+V, processing, resulting in some algorithms such as

multiple signal classification method ( MUSIC ),
rotational invariance  techniques parameter
Z =H X+V estimation (ESPRIT ), minimum convolution (MN
@) ), projection matrix and matrix decomposition.

Subspace fitting algorithm consists of two partsThese methods are cleverly using the received
namely, the signal subspace fitting and nois&ignal of the covariance matrix of the feature
subspace fitting. Signal subspace fitting, signatructure. Here, especially the MUSIC algorithm,
subspace into space with the array manifold is te estimation precision is high, is the most atass
space with a space, that is to say the signal sislesp Of the algorithm.

spatial array manifold into a linear space, only Experiment. assume two coherent signals,

when the estimated signal and real signal numb?éspectively from and incident to the 57 array
equal to the number. element on a uniform linear array, signal to noise

4. SPATIAL SPECTRUM ESTIMATION ratio are 200dB, snapshot number is 879, the array
ALGORITHM BASED ON THE MULTI- element spacing and the wavelength ratio. As
SCALE SYSTEMS shown in Figure 4 is the classic MUSIC algorithm

and backward smoothing algorithm for coherent

Closed loop control, adaptive control, errosignal estimation and spatial smoothing sub array
diagnosis, control strategy, process, operation,p|anumbel’ is 23. Experiment 2: the assumption of two
including the dynamic process model. At present, igoherent signals, respectively from and incident to
the research of modeling, the group in differerhe 300 array element on a uniform linear array,
scale expansion of interconnected project, how &gnal to noise ratio are 206bB, snapshot number is
produce an actual model does not have a definif®4.
method. This also implies that the business detisic
process of restraining. Enterprise resource plananin Spatial specinm estination algoritn based on the milti-
manufacturing execution system and proces soale systens
control system is the main part of the procedurt
and these links contained in different time scdles.
theory, every link will be consistent with the
remaining part, but in reality, every link using a
different model, so it is difficult to obtain the
consistency.

0 MUEIE
5 [ ESPRIT

The maximum likelihood method and subspac
fitting algorithm is a nonlinear multidimensional
optimization problem, and both have many
similarities: maximum likelihood algorithm is
equivalent to the data ( receiving data and actu
data ) between the fitting, and the weighteu
subspace fitting is a Yu Zi space ( receive data Figure4. Compare Of Spatial Spectrum Estimation
subspace and the actual signal steering vectéfgorithm Based On The Multi-Scale Systems Music With
composition subspace ) between the fitting; both of Esprit
them need to pass multidimensional search The paper presents the research of novel spatial
algorithm to solve, so many used to achieve Mkpectrum estimation algorithm based on the multi-
algorithm procedure can be applied directly to thecale systems. Compared with parameters, usually
weighted subspace fitting algorithm, as is shown bypectral function method is more less advantages,
equation8 [16]. but may not be able to give accurate estimates,
especially due to multi-path and related strong

— 1 N _ 2 signal. Make full use of the data and the parameter
vt = SR Meal]

Spatial spectrum estimation

0 o000 10000 15000 20000 25000

of the model method in the estimation of the
correlation signal has its unique advantages, bet d

In order to make the spectral estimation to bredk the multiple search, so the computation load is
through the Rayleigh limit constraint, increasihg t increased. Briefly introduced the multi-scale syste

s
299



Journal of Theoretical and Applied Information Technology
10™ March 2013. Vol. 49 No.1 N

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

theory knowledge, then according to linear system on Gabor Filtering and Image FusionJCIT,
establishment of multi scale model finally, andbit Vol. 6, No. 11, 2011, pp. 68 ~ 75.
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