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ABSTRACT

The emergence of World Wide Web has provided mdeetrenic resources to the learners in the e-
learning field. The users are overloaded with eteit resources for a specific topic or domain.sThi
research proposes a tool using ontology to evalhete-content and make the content adaptive togkld

of the learner by generating concept maps for thetrenic content. The tool also identifies theesgth
and weakness of the e-content by comparing withegxpntology. The tool is effectively used to
personalize the content based on the knowledgé ¢éwtbe learner. The tool generated concept mags a
60% in accordance with expert ontology.
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1. INTRODUCTION problem of information overloaded on the web by
helping the student with this system. So this ieol
Electronic learning (e-Learning) uses theuseful for tutor to use adaptive teaching and for
information and communication technologies tdearners to improve their learning process.
enhance orqinary classroom teaching aod Iearning.omology is a formal specification of
Now_a day’s users are overloaded with the ec’onceptualization (5). Ontology is the simple form
learning resources and difficult to choose the be

material for the specific topic. With the maturif Etatot%zc;;\omyDoonf]ai(r:]ongr?t%tlzg;l.?é, c:Ir?eh t ki;vg 'gglf

the internet technologies and the decreasing o‘ost htology which is used to represent the knowledge
the hardware platforms, more education

ottt f . ~“Tor a particular type of application domain. On the
institutions are using e-Learning as a effect|v% P yp pp

thod f ffective teaching | ) 1 ther hand, concept maps are used to elicit and
method Tor etiective teaching learning proce_os( ]’epresent the knowledge structure such as concepts
The main objective of this project is to facilitate

. . . . and propositions as perceived by individuals (1).
adaptive teaching learning so that instructors c oncept maps are similar to ontology in the sense

dynamically revise and deliver instructional hat both of these tools are used to represent

materials according to the learners Curre.nﬁoncepts and the semantic relationships among
progress. The current state-of the art of e-Legrnin

; ; . goncepts. However, ontology is a formal
technique uses au_tomatlc_collecuon of Iearner§<nowledge representation method to facilitate
performa.nc.e data using explicit test. However, fe uman and computer interactions and it can be
of the existing e-Learning technologies can suppoy

; . , ) pressed by using formal semantic markup
automatic analysis of learners’ progress in terfns ?anguages such as RDF and OWL (6), whereas

the knowledge structures they have acquired. B1 th oncept map is an informal tool for humans to

paper, we illustrate a methodology of automatlcallyéloec”;y semantic knowledge structure.
constructing concept maps using ontology to

characterize learners understanding for a particul RELATED RESEARCH

topic, thereby instructors can conduct adaptive

teaching and learning based on the learners Most of the e-Learning systems provide web-
knowledge structures as reflected in the ontologyased learning so that students can access the same
In our approach we have used enhanced fuzznline courses via the internet without adaptation.
domain ontology extraction algorithm. This papefn an e-Learning system, one size does not fit all.
focuses on developing a tool to evaluate the qualitTherefore, it is a challenge to make e-Learning
of elLearning content and gives best possibleystems that are suitably “adaptive”. The aim of
material to the student. It also overcomes thadaptive e-Learning is to provide the students the
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appropriate content at the right time, means tmat t computationally expensive graph-based approach
system is able to determine the knowledge levelpr ontology extraction (6). Moreover, we employ
keep track of usage, and arrange conterthe notion of fuzzy ontology rather than crisp
automatically for each student for the best leayninontology to explicitly model the uncertainty arigin
result(2). in automated ontology extraction. There was also
. : research work exploring the ideas of automatically
Since now most of the e-learning systems have

extracting ontologies from teaching documents

not been personalized completely. Several WOrkzﬁthough the algorithmic details were not illustcht

have been carried out for personalizing the €7). Previ Kk had al loved the T
learning systems. Till now most of the current eg ). Previous work had also employed the Term
' Frequency Inverse Document Frequency (TFIDF)

learning systems deliver the. same content to ﬂheeuristic developed from the field of IR to extract
learner with different profile. A number of

. . ._prominent concepts from electronic messages
personalized systems have relied on explic

information given by a learner and have applie enerated in e-Learning. A knowledge density
known methgods an):j techniques of ada tirf)p theoore was developed based on the TFIDF term
q pting eighting formula to assess the extent of

presentation and navigation. A web  base ontribution to online knowledge sharing by

intelligent tutoring system for teaching Java otgec . " .". .
N . individuals. Our document parsing approach also
to students to overcome the difficulties they face LT
employs TFIDF and other linguistic pattern

the programming. The basic idea of this system is a o
N o recognition method to extract concepts from text

systematic introduction into the concept of Jav

objects. The system presents the topic of Ja a)'

objects and administers automatically generate® FRAMEWORK FOR ONTOLOGY

problems for the students to solve. The system is CONSTRUCTION

dynamically adapted at run time to the student’s

individual progress. The system provides expliciThe main challenge of automatic ontology

support for adaptive presentation constructs (3). extraction from textual databases is the removal of

(poisy concepts and relations (6). Based on this

Today we are in an era where drasti . ;
ssue, our domain ontology extraction methodology

advancements in networking and informatior] X X :
technology are in action. The learning process ha general and process in particular are desigoed t

also taken these advancements, as a result of whig ectlv?ly Ifltl_ter tPe n:)hn-relevantt concep'::s_ and 1
e-learning came to the scene. Personalization in oncept refations irom theé concept space. Figure

learning will improve the performance of the epicts the proposed methodology of automatically

system. Recent researches are concentrating gﬁnerating ontology for a collection Qf educational
providing adaptability to the learning managemen esources. At thg document parsing stage, our
systems, depending upon the varying user nee gcumgnt parser W'" scan each mefssagelto analyze
and cor'1texts Adaptability can be provided a e lexico-syntactic elements available in the e-
different levels .Providing an adaptive learninghpa content. Stop words SUCh. as "a,_an, the” are
according to the context of the learners’ is aIﬁemoved from the content since these words appear

important issue. An optimal adaptive learning pat}Hn any contexts an_d they cannot provide useful
information to describe a domain concept. For our

will help the learners in reducing the cognitive. I ati ‘ d file i tructed
overload and disorientation, and thereby improvin’%hp ementation, a stop word file 1S constructe

. : ased on the standard stop word file used in the
EZ? efficiency of the Learning Management Syste MART retrieval system.
g_exical patterns are identified by applying Part-of

E-learning can be truly effective when it prowde’%peech (POS) tagging to the source documents. We

a learner centric adaptive learning experience. T
success of any e-learning system depends on t
retrieval of relevant learning materials accordiog
the requirement of the learner. This leads to t
development of the adaptive e-learning system
provide learning materials considering th
requirements and understanding capability of th
learner (5)

8velop our POS tagger based on the WordNet
exicon and the publicly available API
h@ttp://wordnet.princeton.edu/). We treat each
l%amed-entity as a noun for subsequent linguistic
eDattern mining. After the tagging process, each
g)ken is stemmed according to the Porter stemming
algorithm. During the concept extraction stage
linguistic patterns are ignored to reduce the
We employ a hybrid lexico-syntactic andgeneration of noisy concepts.
statistical learning method rather than a
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Our text mining program focus on certain linguisticunderstanding for particular topic. So this aldorit
patterns such as “Noun Noun”, “Adjective Noun”,facilitates adaptive teaching and learning process.
“Verb Noun”, etc.., and find the term associationThe system architecture diagram for this adaptive e
information and collecting the statistical data folearning system is depicted in Figure 1.

those patterns only. This will reduce the genemtioAl ith

of noisy concepts but also improve the gorithm
computational efficiency of our ontology extractionAutomatic Enhanced Fuzzy Ontology Extraction.

rocess. .
P Input: E- Learning Resources

A text windowing process will be conducted by )
scanning adjacent tokens within a pre—define&DUtpUt' Ontology
window size of 10 words from left to right over all Step 1: Ont = {}
the documents. At the end of the windowing
process, an information theoretic measure is agplie
to compute the co-occurrence statistics between tg Construct text window of size w
targeting linguistic patterns and other token
appearing in the same text window across th
corpus. To produce accurate concepg) Perform POS tagging for each termti in w
representations, a dimensionality reduction method ) .

is applied to the filtered concept space to minemizd) APpPly Porter stemming to each term i

the terms (features) used to characterize thg Filter specific linguistic patterns

concepts based on the principle of minimal o

information loss. After concept space reductioe, thf) Accumulate the frequency for ti in w and the
subsumption relationships among the domaiifint frequency for any pair ti, tj in w

concepts are computed according to our enhancegep 3: Perform Dimensionality Reduction SVD
fuzzy relation membership function. A taxonomy of ) o

domain ontology is constructed according to ouptep 4: For each pair of concepts Ci, Cj Do

fuzzy domain ontology extraction algorithm and a) Compute the taxonomy relation r(Ci, Cj ) using
displays them on our Web-based e"—eami”@pecification(Ci Ci)

Step 2: For each document Do

) Remove stop words from w

platform.
b) IE M[RCC (Ci, Gj )] > u, RCC = RCC U r(Ci,
Cj)
ﬁ ,g) - Step 5: Output Ontology
K vess N3 Ji‘”/_l" s Figure 2. The Automatic Fuzzy Domain Ontology

Extraction Algorithm
4. ADAPTIVE E-LEARNING TOOL

] The proposed system categorized into four phases
Text  Pre-processing, Concept Extraction,

Dimensionality Reduction, Ontology Construction
and Fuzzy taxonomy extraction.

E-Learning Content
Text Preprocessing
Concept Extraction

Dimensionality
E Our text mining method is designed specially to
I filter the noisy concepts. In this text pre-
Ontology processing stage, the following operations are
SRRgaibton carried out such as stop word removal, POS
tagging, and word stemming. Stop words are
removed from the documents such as “a, an, the”
The system provides two types of e-contenfrom the eLearning content as per the standard stop
evaluation, one is resource evaluation and therothword file used in the SMART retrieval system.
is Students performance evaluation. The resourdeXical patterns are identified by applying Par-of
evaluation is to evaluate elLearning resource. Thepeech (POS) tagging to the source documents
student performance evaluation is learnergsing WordNet lexicon and the publicly available
API (http://wordnet.princeton.edu/).  After the
s
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tagging process, each token is stemmed according = M (Cx) © M (Cy) /M (Cx) ----- (2)

to the Porter stemming algorithm. Where M is fuzzy relation membership function

B. Concept Extraction and © is a fuzzy conjunction operator which is
To extract conceots from the text corpora aequivalent to the min function. The above formula
P Pora. ' Ziates that the degree of subsumption (specificity)

windowing process is conducted over the collectloraf Cx to Cy is based on the ratio of the sum of the

of documents. The windowing process can help.. - :
. inimal membership values of the common terms
reduce the number of noisy terms. For eac .

elonging to both concepts to the sum of the

document, a virtual window of 10 words is move . :
from left to right one word at a time until the eofd membersf_up values O.f terms in the concept C).(' For
instance, if every attribute of Cy is also an htite

a textual unit (e.g., a sentence) is reached. W'th'of Cx, a strong specificity relation exists and the

?oicehn SW'r}gOwc’oltlgiteséat'?ct)'Caldécgl)gmat'ggnoacn;ggr%/alue of Specification(Cx, Cy) is high. The domain
. i P L of the Specification(Cx, Cy) falls in the unit
expressions. To improve computational eﬁ'c'enq(nterval [0, 1] and the subsumption relation is

ﬁ‘r?dui;gier ar:tc:alfgs (Egnceplt\lsc,)unonll\)l/out:e Aj%ii;ggasymmetric. After concept space reduction, the
9 P 9. ' J subsumption relationships among the domain

Noun, etc.) will be analyzed. After parsing the

whole corpus, the statistical data (e.g., mutuaﬁonc.epts are computed a_ccordlng to our fuzzy
. Telation membership function. A taxonomy of

information) about the potential concepts I$77v  domain concepts is then constructed
collected by our statistical token analyzer. If the y P

S ) according to our enhanced fuzzy domain ontology
association weight between a concept and a terme'>s<traction algorithm
below a pre-defined threshold value, it will be 9 '

discarded for ontology extraction. E. Fuzzy Taxonomy Extraction

Mi(ti, tj) = log2 Pr(ti, tj) / Pr(t)Pr(tj) ------- (1) The fuzzy taxonomy extraction module is to extract
the relation between the extracted concepts This
module consists of two steps. The first step is to
xtract the relations between the concepts sudh tha

where MI(ti, tj) is the mutual information between
term ti and term tj . Pr(ti, tj) is the joint prdiibty

that both terms appear in a text window, and Pr(ts
is the probability that a term ti appears in a texBpec(Cx, Cyp Spec(Cy, Cx) and
window. The probability Pr(ti) is estimated basedS

on |wt| |w| where |wt| is the number of windows$ _pe_c(C>_<, Cy_) > H where s a thr_eshold to
distinguish significant subsumption relations. The

containing the term t and |w| is the total numifer o . . -
windows constructed from a corpus. Similarly parameter | is estimated based on empirical tests.

Pr(ti, tj) is the fraction of the number of windowsIf Spec(Cx, Cy) = Spec(Cy, Cx) and
containing both terms out of the total number o

windows tSpec(Cx, Cy) > [ is established, the equivalent

relation between Cx and Cy will be extracted. The
C. Dimensionality Reduction. second step is pruning step, to remove the

. redundant taxonomy relations.
To produce accurate concept representations, a y

dimensionality reduction method is applied to5. |MPLEMENTATION
minimize the terms (features) used to characterize

the concepts based on the principle of minimathe system has been implemented using java. The
information loss. To reduce concept space, Singulafiream Tokenizer class takes an input stream and
value decomposition is applied. parses it into "tokens", allowing the tokens to be
D. Ontology Construction. read one at a time. The parsing process is coadioll
) ~ by a table and a number of flags that can be set to
The final stage towards our ontology extractioRarious states. The stream tokenizer can recognize
method is fuzzy taxonomy generation based on thgentifiers, numbers, quoted strings, and various
subsumption  relations among the extractedomment styles. String tokenizer is used in stopwor
concepts. Let Specification (Cx, Cy) denotes thalemoval module to parse the documents. JUnit is an
concept Cx is a specialization (sub-class) of a@othgpen source framework designed for the purpose of
concept Cy. The degree of such a specializatiofyiting and running tests in the Java programming
relation can be estimated from the followingjanguage. Junit, originally written by Erich Gamma
equation. and Kent Beck, has been important in the evolution
M(Cx, Cy) = Specification (Cx, Cy) of test-driven development, which is part of a éarg
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software design paradigm known as Extrem
Programming (XP). Text Pre-processing is the firs
module in this project, this module remove the stoj
words from the documents. Figure 3 shows th
screen shots of the input documents.

[]

File Edit Format View Help
Polymorphism

nput - Notepa

polymorphism enables one common interface for many implementations, and for
objects to act differently under different circumstances.

C++ supports several kinds of static (compile-time) and dynamic (run-time)

polymorphisms. Compile-time H:o'\ymorphw‘sm does not allow for certain run-time

decisions, while run-time polymorphism typically incurs a performance penalty.
the

static polymorphism

same name (but with different arguments). The functions are dwstmgmsheg by
the number or types of their formal parameters. Thus, the same function name
can refer to d1¥ferem functions depending on the context in which it is used.
The type returned by the function s not used to distinguish overloaded
functions and would result in a compile-time error message.

Function overloading allows programs to declare multiple functions havin

when declaring a function, a programmer can specify for one or more parameters
a default value. Doing so allows the parameters with defaults to optionally be
omitted when the function 15 called, in which case the default arguments will
be used. when a function is called with fewer arquments than there are declared
parameters, explicit arguments are matched to parameters in left-to- Mght
order, with any unmatched parameters at the end of the parameter 1ist being
assigned their default arguments. In many cases, specifying default arguments
in a single function declaration is preferable to providing overloaded function
definitions with different numbers of parameters.

Templates in C+ provide a sophisticated mechanism for writing generic,
pn'\ymnrphwc code. In particular, thmugh the curiously Recurring Temp'\ate
pattern, it's possible to wmp'\ement a form of static polymorphism that closely
mimics the syntax for overriding virtual functions. Because C++ templates are
type-aware and Turing-complete, they can also be used to let the compiler

Figure 3 : Text Corpora

Next process in Text Pre-processing is stemmil
and POS tagging of the source document. Stemm
of keywords involves extracting the root words suc
as plurals and gerunds. Some examples wol
include: running/run, apples/apple, an
educational/education. In concept extraction modt
the important concepts in the document are extdac
by applying windowing process. The windowing
process scans the e-content from left to right |
dividing documents by 10words per window unti
the end of the document is reached. It also remoy
duplicate word from the documents. Figure.4 shov
the screen shot of concept extraction module. T
System has generated concept map for java dom
(polymorphism) using ontology is as shown i
figure 5. Since the objective of the system is -
analyze any elearning document and provic
student with the best study material. The creat
ontology is compared with the existing expel
ontology of java programming language to check ti
eLearning document against expert ontology. Figu
6 shows the home page of Our system. The rest
obtained by the system compared with the exps
ontology are 60%. So the tool can be used f
personalizing the e-content by identifying th
weakness in any java e-content.
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Templates provide
Template Pattern
virtual functions
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variable pointers
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pointers objects
necessarily run
conversion object
allowed feature

type cast

require RTTL
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exists difference
type object v
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Figure 4: Concept Generation

Function
cal

-

/
/ ( stome
/ SubConceptOf

i \
[\nhemnm ]—(Sum{sm‘ar]—‘ Overloading stmem-of}_ { Arguments
| 7 l
| )
|
Overiding

L
A

\
A
L

Parameters

Figure 5: Ontology for Java Domain
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6. CONCLUSION

In this research paper an e-learning tool iLS]
developed in order to help both the learners had t
tutors to use the system effectively for teaching
learning process. The system is working well and it
is used by university teachers and students of B.S.
Abdur Rahman Univerity. The new tool developed
for adaptive learning purpose is well received by
the student communities and faculties of our
university. The results are promising and the
concept maps generated by this tool are 60% in
accordance with expert ontology. Since the tool
needs expert ontology to evaluate the e-learning
resources, we need subject experts to develop
expert ontology for specific domain and topic. In
future, it will be developed for analytical courses
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