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ABSTRACT 

 

This paper describes a novel method to enhance the performance of population-based algorithms in solving 

the job-shop scheduling problem. A novel heuristic initialization technique that is based on the concept of 

head and tail paths is applied to produce a new initial population. The proposed method is based on an 

intelligent skip from the primal point of the solution space to a better one, which is achieved by shortening 

the maximum head and tail paths (SMHT) of all jobs on the given machine. Also in this method, the 

electromagnetic-like mechanism is applied as an improvement algorithm as it is the state-of-the-art choice 

to improve the produced initial populations. The experimental results show that the quality of the initial 

population produced by SMHT is better than that produced by some state-of-the-art techniques. Moreover, 

the experimental results for the Electromagnetic-like Mechanism part of the method show that SMHT 

makes a significant contribution to accelerating the convergence speed of the improvement algorithm to 

optimality and improves the obtained output results.  

 
Keywords: Heuristic, Initialization, Job-Shop Scheduling Problem, Electromagnetic-Like Mechanism, 

Head And Tail Path.  
 

1. INTRODUCTION 

 

The job-shop scheduling problem (JSSP) 

has extensive applications in industry, management, 

transportation, and so on. It is a non-deterministic 

polynomial hard (NP-hard) optimization problem 

[1]. Current efforts to solve the JSSP using 

metaheuristic algorithms involve the use of 

population-based algorithms such as the genetic 

algorithm (GA) [2], memetic algorithm (MA) [3], 

tabu search (TS) [4], simulated annealing (SA)[5], 

ant colony (AC) [6], bee colony (BC) [7], immune 

algorithm (IA) [8], and particle swarm optimization 

(PSO) [9]. To implement a metaheuristic for JSSP, 

three steps need to be followed: preprocessing, 

initialization, and improvement. Preprocessing 

involves indicating the solution space and aiming a 

decoder algorithm to construct the active schedule 

matching to the encoded solution. There are nine 

representations for the JSSP and their definitions 

are described in [10]. Next, an initial population has 

to be constructed in the initialization step [11, 12]. 

Although the production of an initial population has 

attracted less attention than the other steps of the 

metaheuristic algorithm, a high-quality initial 

population is important as it speeds up these 

algorithms. At the end, the initial solutions are 

enhanced by heuristic algorithms that apply 

exploration and exploitation mechanism on search 

space of the JSSP. 

The JSSP has been constructed by a 

variety of techniques such as priority dispatching 

rules, random methods, and heuristic algorithms. 

Regarding to the literature, most of the researchers 

have employed random techniques for example 

random keys to construct the initial population [3, 

5, 8, 9, 13-17]. However, random techniques have 

three main disadvantages. First, there is a high 

probability that infeasible solutions will be 

generated. Second, the quality of the solutions 

produced is extremely below that of the optimal 

solution and thirdly, the algorithms that employ 

random initialization step take longer to attain the 

optimal solution compared to algorithms that use 

heuristic techniques for initialization step. Priority 

dispatching rules [2, 4, 7, 18-20] are ranked second 

among initialization techniques based on its number 

of applications in the literature.  
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Some heuristic initialization algorithms 

have also been proposed for the JSSP [11, 12, 21-

23]. These algorithms have complicated structures 

and a slightly longer calculation time in comparison 

to random techniques and priority rules so they 

have attracted less interest. However, the 

significant advantage of heuristic initialization 

procedures is their ability to generate an initial 

population that is close to the optimal solution. This 

advantage speeds up the improvement algorithms 

enabling them to reach the optimal solution sooner 

and compensates for the abovementioned small 

amount of extra time consuming on the 

initialization step. However, there are as yet few 

initialization algorithms that have ability to 

construct initial solutions near to the optimum 

solution, which is indicative of a significant 

research gap in terms of solving the JSSP.  

Nevertheless, a review of the 

methodologies for the JSSP in the available 

literature [24, 25] shows that, recently, 

metaheuristic algorithms have clearly become the 

most popular method and have demonstrated many 

improved performances when applied to the JSSP. 

Undoubtedly, these metaheuristic approaches have 

already achieved a certain amount of success in 

solving scheduling problems and many other 

combinatorial optimization problems [2], but there 

is more work to be done.  

With regard to further improving the 

efficacy of metaheuristics when applied to the 

JSSP, the electromagnetic-like mechanism (EM) 

has three special advantages: it possesses memory, 

where the characteristics of the good solutions are 

retained by all particles/solutions, it enables 

constructive cooperation among the particles, 

where all electrically charged particles share their 

information, and it moves the points of the 

population toward global optimality by using an 

attraction-repulsion mechanism. The EM is a state-

of-the-art algorithm based on the attraction-

repulsion mechanism of electromagnetic theory and 

has benn implemented by [14] for the JSSP with a 

sequence-dependent setup time. The EM has also 

been used in [13], where it was hybridized with SA 

for periodic JSSP and in [15], where it was 

hybridized with SA for the JSSP with machine 

availability and sequence-dependent setup times. 

In this paper the combination of a novel 

heuristic technique to construct the initial 

population and a modified version of the EM as an 

improvement algorithm are proposed to solve the 

JSSP. The proposed initial population construction 

technique is intended to improve existing 

population-based algorithms by constructing an 

initial population near to the optimal solution in a 

well enough small computation time. To attain this 

aim, a new initialization procedure is proposed, 

which is based on the concept of head and tail paths 

and involves skipping from the initial solution to an 

enhanced solution using the intelligent ideas first 

proposed in [1]. 

 

2.  RESEARCH METHOD 

 

Typically, a JSSP can be described as 

follows: assume that there are n jobs and m 

machines, where the jobs have to be developed on 

the machines based on a number of sets of hard and 

soft constraints. There are three kinds of constraints 

for the JSSP: precedence constraints, capacity 

constraints, and release and due date constraints.  

Three precedence constraints are 

presented: every job must be procedure by the 

machines in a fixed order (sequence of operations 

for jobs, SOJ), the order of machines among the 

different jobs is free, and there are no precedence 

constraints for the actions needed to complete 

special jobs. There are also three capacity 

constraints: machines can handle only one process 

at a time independently, every job can be 

progressed once on a specified machine, so all the 

jobs must be processed independently from one 

other. Finally, there are three release and due date 

constraints there exist no negative starting times, 

the processing times of the actions have specified 

lengths, and the processing of each function cannot 

be suspended. Therefore, in order to attain the 

objective of the JSSP and to deal with these 

constraints, the preliminary processing time of 

operations is assumed to be the JSSP decision 

variable.  

A schedule is formed by assigning time 

slots to the operations of jobs on machines while 

satisfying the problem’s constraints and discovering 

a sequence of jobs on the machines (SJM). As the 

typical objective function of the JSSP [1, 17] the 

SJM schedule minimizes the maximum 

achievement period of the terminated operation 

(makespan/ C_max). Thus the target of the problem 

is to find a SJM whose schedule can simultaneously 

ensure that all soft and hard constraints are met and 

that the makespan is minimized. 

 

2.1. Pre-processing 

 
An edited version of preference list-based 

representation proposed in [10] where matrix form 

of the encoding scheme for the initialization part of 

the proposed method	��� is assumed to be the 
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encoding scheme and to stand for the points in the 

solution space [12]. The rows in ��� matrix 

correspond to a variation in the sequence of the jobs 

to process on a given machine while the factors of 

the ��� are the job’s number. The EM was 

intended for continuous optimization problems with 

bounded variables. With regard to the structure of 

the EM, the operation-based representation, where 

a Sequence of Jobs with the length of ��, called ��, is considered in a vector design as the encoding 

scheme for the improvement part of the method. To 

change the discrete structure of operation-based 

representation to a continuous structure, a series of 

real values between �0,1�, called sorted real random 

numbers (����, is the corresponding relationship 

between ��� and ��.  
In order to calculate the	���, the length of �0,1� is separated into �� equal parts. A random 

value is then generated from each part and allocated 

to the job corresponding to the part. Since these real 

values alter during the application of the EM, the 

new exchanged ��� is sorted increasingly and the 

sequence of jobs in �� is altered based on the new 

sort of its related real values in  ���. Since a type of 

preference list-based representation is used for 

initialization, a convertor is mapped to convert a 

specified ��� to its related ��. The process of 

converting ��� to �� is based on placing the job 

with the minimum of starting time in the initial 

location in the �� and removing that job from the ���. The procedure undertaken by this convertor is 

presented in Figure 1.  

 

Figure 1  Procedure of Converting SJM to SJ. 

 

The procedure of converting �� to ��� is 

explained in Figure 2. In this paper, the switching 

function, which is presented in [12], is assumed to 

be a decoding algorithm for constructing a feasible 

schedule corresponding to a specified ���.  

 

 
Figure 2 Procedure of Converting SJ to SJM. 

2.2. Initialization Using SMHT 

In order to speed up metaheuristic 

algorithms and to increase the quality of the results 

generated by these algorithms, a novel heuristic 

initialization procedure is investigated in order to 

construct the initial population close to the optimal 

solution for the JSSP. This algorithm works based 

on moving from a initial solution in the search 

space to a better solution by Shortening the 

Maximum Head and Tail paths (SMHT) of jobs on 

the given machine. Before discussing how SMHT 

is applied in the proposed method, the concept of 

SMHT is explained. 
 

2.2.1.  The concept of head and tail paths 

  
 The concept of head and tail paths was first proposed on 

insertion techniques [26] for solving the JSSP. It was 

presented in the form of a disjunctive graph-based 

representation. To explain this concept, a kind of 

presentation of SJM such as ���
	is described and the 

relations among the jobs of each machine (��, �
, 

and	��) are shown by bold arrows in Figure 3. 
 

 
Figure 3 Head and Tail for ��
 Based On ���
 

 

The weight of the bold arrows is equal to 

the processing time of the origin operation. For 

example, the weight of the bold arrow between 
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��
and ���	is the processing time of ��
 and the 

weight of normal directed line between �

and �
� 

is the processing time �

. The sources are the 

primary processed operation of jobs with the least 

order on each machine. In Figure 3, there are no 

sources for	��and	��, but �
� is the source for		�
. 

The sinks are the most recent processed operation 

of jobs with the maximum order on each machine. �
� is the sink for		��, ��� is the sink for �
, and 

there is no sink for	��. The length of the path 

between two operations ���  and ��� is equal to the 

sum of the weights of the directed lines that connect ���  to	���. For example, from �
� to ���	in the 

instance, there are three paths, as shown in Eq. 1: 

 

���
�� ��� �→��� �→���																																					��� �→��� �→��� �→��� �→���													��� �→��� �→��� �→��� �→��� �→���

                   (1) 

where the lengths of these paths are 7, 12, and 18, 

respectively, and the longest path from �
� to ���	is 18. Therefore the head for a given 

operation	���  is equal to the longest path from one 

of the sources to ���  and the tail for a given ���  is 

the length of the longest path from ���  to one of 

sinks.  

The head and the tail for ��
 based on ���
 are shown with normal dashed lines (�
��→�

  →��� �→ ���  →��
) and bold dashed lines 

(��
 !→��� �→ �
�), respectively. If ���
is 

exchanged, the directions of the bold arrows will 

change and different values will be obtained for the 

head and tail for given operations. A similar 

procedure is used to produce head and tail paths for 

another given operation.  

The flowcharts for generating the head 

path are given in Figure 4, where "��� and "���	have been generated based on ��� and ���, 
respectively. "��� presents the sequence orders of 

jobs on machines and "��� shows the sequence of 

machines that the jobs should pass through 

A comparison of SJM with PSJM and SOJ 

with PSOJ is presented in Eq. 2 and 3, respectively: 
 

 # ������, �$%&$� ' ��"������ , ��� ' �$%&$                         (2)   

 ( ���)���* ' ��						"����	�� , ��� ' ���                               (3) 

                                    

 
Figure 4 Procedure for Generating The Head Path of Oij 

 

2.2.2. The Heuristic Skipping Strategy (SMHT) 

for the proposed method 
 

In the SMHT strategy, an exchanged initial ��� is constructed by calculating the head and tail 

paths for all jobs on the given machine and trying 

to shorten the maximum of the head and tail paths. 

At the end, the sequenced of the moved jobs on the 

other machine are maintained. A summary outline 

of the skipping strategy is given below: 
 

Step 1. Calculate the head and tail of all jobs on 

machine	+ (�,). 

Step 2. Focus on the job or jobs that have the 

maximum length of head and tail. 

Step 3. Swap the processing order of the job or jobs 

on �,	randomly by taking account of Condition 1: 

Condition 1: Let �� with operation ���  and �� with 

operation ��- that should be processed on �, and 

also these jobs with operations ���. and ��-. 	respectively, that should be processed on �/ 

on a given ���. (1) If the order of ��� to process on �, is smaller than the order of ��- on �, and 

(01 2 0) and (31 4 3) then the order of ���. to 

process on �/ cannot be bigger than the order of ��-.  on �/. (2) If the order of ��� to process on �, 

is bigger than the order of ��- on �, and (01 4 0) 
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and (31 2 3) then the order of ���. to process on �/ 

cannot be smaller than the order of ��-.  on �/. 

Step 4. Recalculate the head and tail of all jobs and 

find their new maximum lengths. 

Step 5. If the new maximum length of the head and 

tail paths is shorter than the previous one, replace 

the new exchanged sequence of jobs on �,	in the 

corresponding row of the primal ��� and go to 

Step 6, else terminate the procedure of the skipping 

strategy. 

Step 6. In the new sequence of jobs on �,, find 

any job (for example, ��) which has obtained a 

better processing order than its previous order, and 

then modify the processing order of jobs on other 

machines if Condition 2 and Eq. 4 are satisfied: 

Condition 2: Consider the jobs which belong to 

orders	5 6 2, 5 6 1, 5, and 5 8 1 on a given 

machine. These jobs equal �9 with operation	�9:, �� 
with operation	��� , �� with operation ��-, and		�; 

with operation	�;< , respectively. If they meet Eq. 5, 

then swap the order of 	��	and �� and recalculate the 

makespan of the exchanged  ���. 

 

=�>?)@A���-B��, @A)�9:*	* 8 "A���-� C @A���-D��>�%�>?)@A)���B�*, E* 8 "A)���* C @A��;<�         (4) 

 

where E ' �>?)@A���-B��, @A)�9:*	* 8 "A���-�. 
If 	�; is not available then @A��;<� is equal to the 

makespan of the initial ��� and if �9 is not existing 

then @A)�9:* equals to zero.  

 

2.2.3. Framework to generate the initial 

population   

 

In the proposed method, a novel heuristic 

strategy incorporating the above described SMHT 

is used to construct the initial population and 

consists of two major parts. In the first part, by 

employing the priority rules one initial ��� has 

been produced. Note that the existing literature on 

generating initial schedules employs the priority 

rules in a straight line, but in the current study the 

rules have been employed for generating the 

primal	����. The rule shortest remaining time first 

(SRTF) is employed to intend	����. The second 

part includes creating the remaining		����, 
where	F ' 2, … , HIH_3FK&. In this part, to compute 

the remaining HIH_3FK& 6 1 of ���s, the ����B� 

produced before is assumed to be the initial	���, 

then the SMHT is applied to find a better	��� on 

two machines of the initial ��� successively. 

Before the operation of SMHT, a machine (a row 

of	����B�) called + is chosen at random from 

among all of the machines by generating a random 

number from L1… 	�M. The SMHT is calculated 

based on identifying operations with the maximum 

distance between their heads and tails on �, and 

moving these operations on �, to shorten the 

maximum distance between their heads and tails by 

taking account of Condition 1 and Condition 2. The 

aim of the SMHT is to discover a new ��� with 

improved quality. So the SMHT zooms on �,, that 

is placed in row + of	����B�, and next modifies the 

sequences of jobs on �, and the other machines. 

Then, the ���� is reconsidered as the initial ��� to 

construct additional ��� by choosing another 

machine randomly, apart from �,, and the SMHT 

is performed on the ����. 
In the procedure using the SMHT on �,, 

if a better 	��� is not found subsequent to �NO9NPQ 
times of repeats to find a new better ��� that �NO9NPQ corresponds to the number of jobs, and then 

a random reselection of value of + from 

among	L1… 	�M, omitting the present value of +. 

Next, a re-run of ISS is considered derived from the 

new value of	+. The Reselection of the value of	+ is 

applicable up to the number of machines. This 

reselection is indicated by	��N9N;Q . When the 

process has been unsuccessful ��N9N;Qtimes in 

discovering a new enhanced	���� by reselection of 

the value of	+, ����B
 is considered as the primal ��� to generate	����. If	F equals 2 (F ' 2), then the 

initial ��� is constructed by the precedence rule 

that has not yet been concerned in the generation 

process. For instance, if ���� is generated by 

SRTF and there are unsuccessful ��N9N;Qtimes in 

discovering a new enhanced	���
 by reselection of 

value of	+, then a new initial ��� is constructed by 

the first due date. This process is finished to 

generate ���� because the new order of jobs is 

discovered on two rows of the initial	��� 

 

2.3. Electromagnetic-Like Mechanism (EM) 
 

  The EM works based on the attraction-

repulsion mechanism of electromagnetic theory. In 

this procedure, each candidate solution is 

considered as an electrically charged particle. The 

objective function value of each candidate solution 

assigns the charge of each particle and calculates 

the magnitude of attraction of the particles over the 

population. Each sample particle is moved based on 

a vector reflecting the charge of the corresponding 

particle relative to the other particles in the 

population. The direction of the objective function 

value for particle F is calculated by addition of 

forces from other particles on particle F. In this 
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strategy, particles (solutions) with lower charges  

(better objective function values) attract others, 

while those with higher charges (worse objective 

function values) will repel each other. There are 

four phases in the EM, as shown in Figure 5. 

 

 
Figure 5 Procedure of The EM 

  In this paper, the EM is performed by the 

proposed heuristic initialization (SMHT) and 

random initialization. Random generated initial 

points are obtained by producing random keys for 

operations and sorted them by [15]. In this 

initialization, the operations are listed first. For 

example, the list of operations belonging to the 

problem presented in Table 1 is (1,1,1,2,2,2,3,3,3).  

Furthermore, a random number from a 

uniform distribution between (0, 1) is generated for 

each operation. Then, these random numbers are 

sorted to find the relative order of operations. The 

sorted real random numbers are denoted as ��� and 

the related operations list is denoted as ��. In order 

to decode the generated ��, first the generated �� 
should be converted into its corresponding ��� by 

running the convertor of �� to ��� (see Figure. 2). 

The procedure of this random initialization is 

presented in Figure 6. 

 

 
Figure 6 Procedure of Random Initialization 

 

Table 1. Comparison of The Experimental Results 

 
Instance Size BKS SMHT T SMHT+EM T Random+EM T 

FT06 6×6 55 71-55 0.7 55 0.7 55 1.3 

FT10 10×10 930 1509-1046 3.1 930 4.7 968 5.4 

Ft20 20×5 1165 1739-1218 4.9 1165 6.8 1211 8.3 

Willem 10×10 95 109-95 2.1 91 2.8 95 2.9 

Abz5 10×10 1234 1527-1303 2.6 1234 4.1 1269 4.7 

Abz6 10×10 943 1344-998 2.8 943 3.9 943 4.6 

Abz7 20×15 656 968-764 6.5 661 8.8 673 10.3 

Abz8 20×15 665 1023-797 6.7 665 8.5 689 10.0 

Abz9 20×15 679 1026-842 6.4 697 8.2 754 10.2 

La05 10×5 593 838-593 1.5 593 1.5 595 2.3 

La08 15×5 863 1175-863 2.7 863 2.7 863 4.1 

La14 20×5 1292 1420-1292 3.2 1292 3.2 1292 5.0 

La27 20×10 1235 1806-1412 5.3 1235 6.5 1301 8.1 

La28 20×10 1216 1928-1373 4.8 1216 6.2 1276 7.4 

La29 20×10 1157 1934-1381 5.1 1157 6.7 1187 7.3 

La30 20×10 1355 2110-1542 5.4 1355 6.5 1369 7.8 

La31 30×10 1784 2641-1784 7.3 1784 7.3 1785 10.6 

La32 30×10 1850 2567-1869 7.8 1850 9.1 1850 12.1 

La33 30×10 1719 2416-1731 7.7 1719 9.9 1719 12.7 

La34 30×10 1721 2789-1876 8.0 1721 10.8 1733 13.6 

La37 15×15 1397 2120-1588 7.2 1397 8.9 1507 10.1 

La38 15×15 1196 1830-1398 7.0 1204 8.5 1381 10.6 

La39 15×15 1233 1767-1429 6.9 1233 8.7 1312 10.3 

La40 15×15 1222 1844-1415 7.4 1222 8.9 1345 10.5 

Orb07 10×10 397 1344-998 2.4 397 3.1 402 3.9 

Swv05 20×10 1678 2929-2134 5.5 1678 8.8 1715 10.1 

Yn1 20×20 885 1401-1113 9.8 902 13.6 1101 18.8 

Yn2 20×20 909 1362-1106 9.5 914 12.9 1086 17.5 

Yn3 20×20 892 1253-1098 9.7 910 13.4 1077 18.3 

Yn4 20×20 969 1450-1224 10.1 971 14.0 1123 18.9 
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2.4. Local Search  

 

 The purpose of local search (LS) is to 

explore the search space for a better quality of 

solution. For the EM, random LS is utilized and 

repeated �>?_FR&$ times in the neighbourhood of a 

given point in the population to find a better new 

solution than the current solution. If by the 

maximum number repetitions LS has failed to find 

a better solution, another point in the population is 

selected on which to perform the neighbourhood 

search. This selection is also be repeated up to �>?_SR&$ times. The neighbourhood search is also 

performed on a given point in the population that is 

a candidate solution ��� by selecting a component 

of ��� such as ����F�. Next, a new random value 

from a uniform distribution between (0,1) is 

generated and assigned as �����F�. Re-sorting ���� 

and ��� based on the newly sorted ���� are the 

next steps of the neighbourhood search. To 

calculate the quality of the exchanged version of ���, it has to be converted into its corresponding ��� and then the quality of ��� is calculated by 

performing the switching function on ��� related 

to the exchanged version of ���. The procedure of 

random LS is presented in Fig. 7. 

 
Figure 7 Pseudocode of Random LS. 

2.5. Total Force Computation  

 

To calculate the force among two 

particles, first a charge TF is allocated to each 

particle	��F. In order to calculate the charge of the 

particle the relative quality of the objective function 

values in the present population is used as in Eq. 5: 

T� ' &?H U6� V W)XYZ*BW)XY[\]^*∑ `W)XYa*BW)XY[\]^*bcdc_]Ze\afg h          (5) 

 

where F ' 1, … , HIH_3FK& and ��i&3R is the particle 

with the best objective function between the 

particles at the present iteration. Thus, the particles 

with superior objective function values have 

superior charges. As noted above, ��F, as the 

representation scheme of the solution space of the 

JSSP applied to the EM, has a discrete structure and 

its related real value matrix (����) has a continuous 

structure. As also noted earlier, the EM is designed 

to minimize continuous optimization problems with 

bounded variables. Therefore ���� is considered as 

the candidate particle to calculate the total force jF, 
exerted on the candidate particle ��F by Eq. 6:  

j� ' k l����� 6 ����� T�T�‖���� 6 ����‖
 Fnn����� 2 n�����			
����� 6 ����� T�T�‖���� 6 ����‖
 	Fn			n����� o n�����

9p9-�qN
�r��s�

 

                                                                . . . . (6) 

 

2.6. Movement by Total Force 

 

The calculation of total force used on each 

particle by all the other particles is performed based 

on Eq. 5 and 6and the procedure shown in Figure 8. 

All real sequences (����), which are related to the 

solutions (���), are moved with the omission of the 

present best solution. The movement of each ���� 
is done in the direction of j�, and Fi is exerted on 

RSJ
i
 by a random step length generated from a 

uniform distribution between (0, 1). The moved ���� is then re-sorted and based on this newly 

sorted ���� the order of jobs is sorted in ��� and the 

corresponding moved ��� is obtained. Note that the 

feasibility of the moved particles can be guaranteed 

and the candidate particles can be moved to the 

unvisited solution with a nonzero probability.  

 

 

Figure 8 Procedure for Calculation of The Total Force. 
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3. COMPUTATIONAL RESULT 

 
To validate the effectiveness and 

efficiency of the  EM and demonstrate the influence 

of the SMHT on the metaheuristic algorithm, 

computational experiments were conducted on 30 

benchmark datasets available from the OR-library 

(http://people.brunel.ac.uk/~mastjjb/jeb/orlib/jobsh

opinfo.html), including FT, LA, ORB, ABZ, SWV, 

and YN, and a benchmark dataset presented in [27] 

called Willem. These experiments were 

programmed by executing Matlab9 on an Intel 

Core2 Duo P8600 2.4 GHz RAM, 4 GB processor. 

The parameters of the SMHT and EM were tuned 

by running multiple simulations on some datasets. 

The size of initial population produced for each 

benchmark was twice the number of jobs on that. 

Random initialization and the SMHT were run 10 

times on the datasets and the best initial population 

produced by each initialization procedure was 

saved as the output result of that procedure. 

During the implementation of the SMHT, 

the value of �NO9NPQ for each dataset was 80% of 

the number of its jobs and the value of ��N9N;Q  was 

the number of machines available in the dataset. 

The stopping criterion of the EM was set at 300 

iterations and the �>?_SR&$ and �>?_FR&$ of the 

LS parameters were set at t�/3w and t��/10w, 
respectively. The measures considered in the 

experiments were the makespan (the maximum 

completion times on the machines), the quality of 

the points generated, and the CPU time (as the 

computational time) taken to produce points. The 

experimental results of the SMHT were compared 

with the results of some previous state-of-the-art 

construction techniques found in [19], [28] (see 

Table 2) and in [29] and [30] (see Table 3). 

 

Table 2. Comparison of Our Experimental Results with [19], [28], and BKS 

 

 
Table 3. Comparison of Our Experimental Results with [29], [30], and BKS 

 

Instance Size BKS JRSD ORSD PRSD G&T 
SMHT 

Ran. Cmax T 

La05 10×5 593 – – – 658 838–593 1.5 

La08 15×5 863 – – – 1035 1175–863 2.7 

La14 20×5 1292 – – – 1292 1420–1292 3.2 

Abz5 10V10 1234 1411 1461 1361 1774 1527–1303 2.6 

Abz6 10V10 943 1212 1251 1076 1389 1344–998 2.8 

Orb07 10V10 397 487 493 499 542 513–461 2.4 

La37 15×15 1397 1807 2034 1883 1723 2120–1588 7.2 

La38 15×15 1196 1561 1622 1521 1530 1830–1398 7.0 

La39 15×15 1233 1720 1701 1560 1719 1767–1429 6.9 

La40 15×15 1222 1642 1797 1596 1813 1844–1415 7.4 

La27 20×10 1235 1730 1671 1626 1729 1806–1412 5.3 

La28 20×10 1216 1612 2050 1478 1686 1928–1373 4.8 

La29 20×10 1157 1594 1958 1551 1885 1934–1381 5.1 

La30 20×10 1355 1682 1963 1605 1633 2110–1542 5.4 

Abz7 20V15 656 909 1031 846 822 968–764 6.5 

Abz8 20V15 665 925 1197 886 905 1023–797 6.7 

Abz9 20V15 679 934 1080 950 977 1026–842 6.4 

Swv05 20V10 1678 2272 2582 2564 2589 2929–2134 5.5 

Yn1 20V20 885 1286 1349 1123 1203 1401–1113 9.8 

Yn2 20V20 909 1299 1548 1144 1285 1362–1106 9.5 

Yn3 20V20 892 1278 1585 1220 1274 1253–1098 9.7 

Yn4 20V20 969 1388 1637 1334 1247 1450–1224 10.1 

La31 30V10 1784 2160 2410 1902 2168 2641–1784 7.3 

La32 30V10 1850 2309 2439 2142 2147 2567–1869 7.8 

La33 30V10 1719 2145 2251 1951 2055 2416–1731 7.7 

La34 30V10 1721 2209 2341 1961 2052 2789–1876 8.0 

Instance Size BKS FIFO LIFC HVF LVF FM SM YTPM CSANN 

SMHT 

 Ran. 

Cmax 
T 

FT06 6V6 55 61 69 68 69 85.2 129.1 67.4 55 71–58 0.7 

FT10 10V10 930 1184 1283 1240 1370 – – – – 
1509–

1046 
3.1 

Willem 10×10 95 – – – – 142 256 107 95 109–95 2.1 

FT20 20V5 1165 1645 1291 1656 1336 – – – – 
1739–

1218 
4.9 
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Furthermore, to compare the results of the SMHT 

with the results of the state-of-the-art algorithms 

presented in Tables 2 and 3, the relative percentage 

of error (RPE) and the relative percentage of 

improvement (RPI) were calculated based on 

benchmark-by-benchmark. The RPE or the 

percentage of the deviation regarding to the BKS is 

a standard index to show the success of an 

algorithm in reaching the optimal points based on 

the quality of the points generated. In some 

publications such as [31], RPE is shown by RD%. 

It should be noted that the proposed algorithm has 

been designed to construct an initial population, so 

the value of RPE cannot be expected to equal zero, 

although in the implementations of the proposed 

method the value of �"{ equals zero for some 

datasets. The RPI is a numerical index to compare 

different algorithms in terms of the quality of 

generated points, and its value represents the 

percentage improvement of a given algorithm 

relative to the target algorithm. The �"{ and 	�"S 
were considered in Eq. 7 and 8 to compare and 

analyse the results based on the following  

 �"{ ' <WB|}X|}X V 100                                     (7) 

 

 �"S ' ~�����\^B<W~�����\^ V 100                                (8) 

 

 
where �n is the best quality of initial population 

produced, BKS is the best-known solution of Eq. 7, �n�;��NQ  is the best quality of points generated by 

the target algorithm, and �n is equal to the best 

quality of points generated by the algorithm that is 

to be compared with the target algorithm in Eq. 8.  

Table 4 shows the RPE for BKS and the RPI for 

the results of [19], [28], and [29] and simulated 

results of [30], as an average. From Table 4 it can 

be seen that although the deviation from the BKS of 

the best point in the initial population produced by 

SMHT is 12.3% on average, it has succeeded in 

attaining an average improvement of 15.7% 

compared to the results published in [19], 25.3% 

compared to the results published in  [21], 14.7% 

compared to the results published in  [20], and 

14.0% compared to the simulated results published 

in [18]. 

 
 
 

Table 4. Comparison of SMHT with BKS, the results in 

[19], [28], and [29] and The Simulated 

Results Obtained by [30] 

RPE/ 

RPI 

SMHT 

BKS 

The results in  

[19] [28] [29] [30] 

12.3% 15.7% 25.3% 14.7% 14.0% 

          
 
4. CONCLUSION 

In this paper, a novel metaheuristic 

construction technique to construct an initial 

population was proposed derived from a strategy of 

skipping from the initial point to an improved point. 

The skipping strategy is intended to shorten the 

maximum of the head and tail paths (SMHT) of all 

jobs on a given machine and to modify the 

processing sequence of the jobs progressed to other 

machines. Also, the SMHT has the ability to create 

any dimension of initial an initial population that is 

close to the optimal solution in an acceptably less 

time consuming. The important point which can 

prove the advantage of the proposed construction 

technique is observation population. A comparison 

of the results with state-of-the-art methods showed 

that SMHT is able to generate of the better 

performance among the initial population of 

Willem, La05, La08, La14, and La31. 

The proposed algorithm has been designed 

to construct an initial population, so the value of RPE cannot be expected to equal zero, however in 

the implementations of the proposed method the 

value of �"{ equals zero for some datasets. 

Therefore in future works, we will aim to design 

more effective and intelligent procedures for the 

construction of the initial population in order to 

generate a better initial population in a shorter 

computation time than SMHT, based on analyzing 

the solution space, monitoring the location of a 

job’s operations on various machines, checking 

their effects on the quality of solutions and on the 

gaps created in schedules, and discovering the 

causes of gaps and idle time on the right side of 

operations. 
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