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ABSTRACT 

Recently, Sentiment Analysis applied to social media data has gradually become one of the significant 
research interest in the data mining domain due to the large volume of data available on social media 
networks. Sentiment Analysis is concerned with analyzing text to identify opinions or emotions and 
categorizing them as positive, negative or neutral. Applying sentiment analysis to short texts such as Twitter 
messages is a challenging task because tweets might contain a combination of formal and informal language, 
special characters, emojis and symbols. Therefore, it is often difficult to understand the semantics of the text 
and it is complex to extract the proper emotions expressed by users. 
In this paper, sentiment analysis approaches, namely: lexicon-based and machine learning approaches, are 
applied and evaluated on an Arabic tweets dataset (short texts) regarding the Syrian civil war and crises. The 
experimental results revealed that machine learning approaches outperformed the lexicon-based in the 
context of predicting the subjectivity of tweets. In terms of machine learning, five popular machine learning 
algorithms were applied and evaluated. According to the experimental results, the Logistic Model Trees 
(LMT) algorithm achieved the highest performance results, followed by the simple logistic and the SVM 
algorithms, respectively. The results also showed that there are enhancements in performance when utilizing 
feature selection approaches. Based on all performance evaluation measures, the LMT algorithms reported 
the best performance results (Acc= 85.55, F1= 0.92 and AUC= 0.86). 

 
Keywords: Machine Learning; Lexicon-Based Approach; Sentiment Analysis; Opinion Mining; Social 

Media; Twitter Datasets. 

  
1 INTRODUCTION 

Nowadays, the Internet has become a valuable 
and useful source of information, events, news and 
opinions available on social media websites, such as 
Twitter and Facebook. Currently, Twitter has more 
than 330 million monthly active users [1]. Through 
Twitter, people can express their opinions and 
feelings, companies can get their clients’ feedbacks 
and politicians can be in touch with their constituents 
and increase the number of their supporters [2]. With 
the availability of such abundant data, the ability to 

investigate people’s views and opinions have become 
more accessible and feasible.  

Consequently, there is a desperate need to 
process, analyze and eventually extract knowledge 
from data as opinions concerning significant issues, 
entities or topics. Analyzing Twitter data, for 
example, is not a trivial task and depends on the 
semantics of tweets, which are short concise texts 
(maximum 140 characters). This type of analysis is 
called Sentiment Analysis (SA) or Opinion Mining 
(OM).  As stated in [3] sentiment is defined as "an 
attitude, thought, or judgment prompted by feeling". 
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While in [4], Sentiment Analysis, which falls under 
the data mining domain, focuses on extracting 
opinions or feelings from text and categorizing them 
as positive, negative or neutral. The process of SA 
begins with preprocessing (preparation) of the 
available dataset, then data analysis and ends up with 
data visualization [5].  

In Sentiment Analysis, extracting the polarity of 
a given text, text mining techniques are usually 
utilized [6]. The part in which attention is taken 
within text mining is opinion mining, where the goal 
of opinion mining is to evaluate whether a given text 
is objective or subjective and whether it is positive or 
negative [7]. The objective text contains facts, 
whereas subjective text contains opinions, sentiments 
or emotions about topics or entities [8]. The opinions 
are usually expressed and published by users in 
different forms, such as document, reviews, short 
comments and tweets. The language used for 
expressing such opinions is also varied. Therefore, 
extracting the semantic or opinions in text is a 
demanding task. The subjective analysis is the way to 
measure the opinion or polarity of a given text.   

Currently, the Arabic language has become 
widely spread on social networking sites and more 
attention must be paid to such language. Recently, 
considerable attention has been given to mining 
opinions from Arabic texts, and as a result, 
researchers have an interest in developing an Arabic 
lexicon for a word-level sentiment evaluation [6]. 
The number of works that have addressed SA in the 
Arabic language is limited [2, 9, 10]. One of the 
earliest research works concerning Arabic SA is 
presented and discussed in [2], where the goal was to 
mine Arabic business reviews. Mohammad, et al. 
[10] and Al-Kabi, et al. [11], further, proposed 
research works that evaluate translating Arabic text 
to the English language and then employ English 
sentiment analysis. The problem with their works is 
that special features for the Arabic language were not 
utilized. 

This research paper provides an overview of the 
Arabic sentiment analysis. Specifically, this paper 
aims to provide a comprehensive review of the 
literature concerned with Arabic political tweets. 
Furthermore, the challenges that face short Arabic 
text sentiment analysis need to be considered and 
clarified. To accomplish this task, we have applied 
the concept of SA on the Arabic texts for Twitter 
datasets. The utilized dataset is based on tweets 
posted concerning the Syrian crises.  

In this paper, sentiment analysis approaches, 
namely: lexicon-based and machine learning 
approaches, are employed and evaluated on the 
utilized dataset. An Arabic Sentiment Analysis 

methodology is proposed to accomplish this task. The 
proposed methodology employs machine learning 
techniques and a lexicon-based approach, using the 
Arabic Emoticon Lexicon, to explore the 
performance of the proposed methodology. Then, the 
results are analyzed in terms of accuracy, F-measure 
and Area Under the Curve performance measures. 
These measures are used to evaluate the efficiency of 
machine learning algorithms empirically and the best 
SA models are reported. 

The remaining of this paper is structured as 
follows: Section 2 describes previous studies related 
to the intended research topic, including the 
motivation of this research work. Section 3 presents 
the research methodology. The experimental and 
performance evaluation results are discussed in 
Section 4. Finally, Section 5 concludes and points out 
the main findings of this paper and presents some 
possible future works.    

 

2  LITERATURE REVIEW  

This section summarizes related works in the 
domain of SA related to analyzing short Arabic text 
using machine learning and Lexicon-based 
approaches. 

Several studies focused on analyzing short texts 
written in English and Arabic languages, such as 
textual datasets that are available on social media 
networks. Most studies related to sentiment analysis 
have been conducted for the English language and 
less attention has been paid to other languages such 
as the Arabic language. The Arab Social Media 
Report (ASMR) reported in 2017 that Twitter had 
more than 11 million active users in the Arab region. 
Also, the ASMR said that the total number of tweets 
had exceeded 849 million by March 2016. Another 
report stated by ASMR showed that Saudi Arabia had 
the highest number of active users, more than 2.6 
million users (around 29% of all Twitter users in the 
region), with on average five tweets a day [13]. 

In this work, studies that are related to analyzing 
short text Arabic language are mainly reviewed and 
discussed. Al-Azani and El-Alfy [14] compared the 
performance of different compositions to determine 
polarization in short, highly balanced textual data sets 
of dialectical Arabic tweets. Based on their 
experimental results, two techniques, namely: word 
embedding with the ensemble and SMOTE were 
applied, an improvement, in terms of the F1 measure 
can be achieved (15% more over the baseline). Three 
main cases of SA were considered and addressed in 
their work: dealing with micro-blogging data, dealing 
with unequal class distribution in opinion mining, 
and treating colloquial Arabic.  
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Zhao, et al. [15] discussed the challenges of Short 
text classification, which are: sparse nature, noise 
words, syntactical structure and colloquial 
terminologies used. Furthermore, the authors 
discussed the effectiveness of the algorithms used to 
solve short text challenges using standard analytical 
measures. Some challenges regarding short text 
sentiment analysis were also mentioned in [16], 
which are: limited in length, usually spanning one 
sentence or less. Texts tend to have many spelling 
errors, colloquial and abbreviated words and symbols 
such as hashtags that ease the search task and often 
point out a topic or opinion. Examples of short text 
appear in several contexts, such as online reviews, 
chat messages and twitter feeds [17]. Siddiqui and 
Aalam [17] discussed various challenges in short text 
clustering, which are: Sparse Feature Vector, 
Polysemy, Synonymy (Two or more words having 
the same meaning), and they discussed the other 
possible solutions which may further improve 
clustering results. They proposed a framework that 
can resolve the issues related to Short Text 
Clustering. This problem was also solved in [18] by 
introducing a new method for measuring the 
similarity between short texts. Li and Qu [19] proved 
in their work that the classical TF-IDF is not adequate 
for classifying short text. Also, they argued that the 
improvement version of the TF-IDF algorithm 
proposed in [10] has noticeable deficiencies and 
relies heavily on the quality of training data. 

Other related studies, discussed the short text 
sentiment classification [20], [9], [21] and [22]. 
These studies differ according to the type and nature 
of the method used in the analysis. Most studies 
focused on Twitter in addition to other social media 
datasets such as Facebook.  

A study of Badaro, et al. [23] constructed a 
comprehensive Arabic sentiment lexicon called 
ArSenL. This lexicon was built based on the 
following: SAMA (Standard Arabic Morphological 
Analyzer), English WordNet (EWN), Arabic 
WordNet (AWN), and English sentiWordnet 
(ESWN). Eskander and Rambow [24] used ArSenL 
to construct a new lexicon called SLSA (Sentiment 
Lexicon for Standard Arabic). It was structured by 
linking sentiWordnet with the lexicon of an Arabic 
morphological analyzer Aramorph. Both SLSA and 
ArSenL rely on sentiWordNet. They are similar in 
terms of calculating the score of words. The SLSA is 
based on the principle of giving each Arabic entry 
associated with English gloss an SI score. The scores 
are assigned using a linking algorithm that links the 
English gloss of each Arabic entry to a synset from 
sentiWordnet. In fact, the research work proposed by 

Eskander and Rambow [24] which focuses on Arabic 
sentiWordnet is utilized in this study.   

Shoukry and Rafea [25] proposed another 
approach for sentiment lexicon. They analyzed how 
twitter (dataset) improves a user’s experience with 
the outside world by exposing personal information 
and their opinions in every aspect of life. Further, 
they expanded the sentiments of Twitter text by 
classifying into four classes which are: Dominance, 
Influence, Submission, and Compliance (DISC). 
There was also a different study of El-Beltagy and Ali 
[2]. The two studies are different, El-Beltagy and Ali 
[2]  generated three categories of Arabic lexicons 
from Twitter, while Shoukry and Rafea [25] have 
four categories. On the other hand, the work that was 
done by Mohammad, et al. [26] has different 
categorizations. Their study was attentive to 
emoticons, while the study conducted by Shoukry 
and Rafea [25] was attentive to clean the extracted 
text by removing punctuations, numbers, common 
words.  Mouthami, et al. [4] proposed another Arabic 
lexicon derived from a massive amount of Arabic 
tweets (about two million tweets). They used PMI 
(Pointwise-Mutual Information) to create a new 
lexicon. 

In terms of twitter datasets, there are several 
studies reported in the literature that deals with 
analyzing tweets datasets of political topics [4, 27, 
28]. Mouthami, et al. [4] presented a survey made 
with journalists and media professionals by reporting 
on a qualitative empirical study based on an online 
survey with 50 participants. Their study attempted to 
analyze tweets from the second round of the Brazilian 
presidential election in 2014. The results of their 
work indicated that visualization and data analysis 
tools were still not easily accessible by those 
professionals.   

While Agrawal and Hamling [27] investigated 
and analyzed tweets to determine how people reacted 
to the two US presidential candidates, Donald Trump 
and Hillary Clinton. Even though a total of 4,044,162 
tweets mentioned only Donald Trump, and a total of 
2,810,051 tweets mentioned only Hillary Clinton 
(both tweets originated from the US), their study 
predicted that Clinton winning the election. 
However, Trump ended up with the victory. A similar 
study also conducted by Kharpal [28] showed that, 
based on tweets collected for five days, Donald 
Trump will not win the election. 

Öztürk and Ayvaz [29] conducted a political 
study related to twitter dataset concerning the Syrian 
civil war and the refugee crisis. The datasets were 
written in Turkish and English languages. When 
comparing Turkish tweets with English tweets, the 
experimental results revealed that Turkish tweets 
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were conveying more positive sentiments than 
English tweets. Since, the war near the Turkey border 
was attracted more to the Turkish speaking 
community, whereas, the English speaking 
community appealed the legitimacy of immigration.  

       Accordingly, the reviewed research has 
examined the effects of features and methods used for 
twitter opinion mining, and the impact of the newly 
proposed methods on Arabic sentiment lexicons. 
Some of them analyzed a set of combined datasets 
from Twitter and analyzed positive and negative 
words. The studies in the literature applied and 
utilized on several topics on Twitter datasets. These 
studies are mainly related to the subject chosen for 
this study, method of analysis and the way to view 
and solve the problem. The effect of the newly 
proposed methods on Arabic sentiment lexicons [4].  

In this study, we have considered a topic related 
to the Syrian civil war and consequent crises. This 
topic contains a dataset of thousands of Arabic 
tweets, which have not covered before. The present 
work is designed to be the first to consider what are 
the problems facing the short texts on Twitter and 
compare it with the difficulties faced by long texts. In 
this paper, a machine learning approach (corpus-
based approach) and lexicon-based approaches are 
utilized and compared.  Finally, both approaches are 
compared and evaluated in terms of performance 
based on different feature selection approaches. 

 
3 RESEARCH METHODOLOGY 

The proposed methodology of this research work 
composed of collecting tweets datasets and 
performing sentiment analysis. The dataset was 
compiled by collecting tweets from Twitter 
concerning the Syrian civil war and consequent 
crises.  In this Section, machine learning and lexicon-
based approaches are utilized and the results are 
compared. The proposed sentiment analysis 
methodology consists of four main stages, as shown 
in Figure 1. The methodology starts with data 
preprocessing and ends with generating SA models. 
A detailed description of each stage is explained in 
the following sections.  

A. Data Extraction and Pre-processing 

The utilized dataset in this study is based on 
tweets posted concerning the Syrian crises. The 
dataset is a short text that contains only a few words 
because the length of tweets is 140 words or less. The 
dataset contains 2000 randomly selected and labeled 
tweets originating from Syria (a country where 
Arabic is the native language). The tweets dataset 
was collected in 2014 by polling the Twitter API 
[30].  Salameh, et al. [30] manually annotated the 
datasets for sentiments (positive, negative or neutral) 
and were also provided with the confidence of the 
annotation calculated by CrowdFlower [26, 30]. 
Figure 2 shows examples of tweets including an 
opinion as seen in the data set. Table 1 illustrates the 
statistical summary of the utilized datasets. 

Table 1: Statistical Summary for the Utilized Dataset. 

 Details Positive tweets Negative tweets 

 Total tweets 1000 1000 

 Total distinct    
 Words 

2431 2565 

 Average words  
 in each tweet 

17.21 18.54 

Figure 1: The Proposed Sentiment Analysis Methodology.
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Positive 

اللهم إني أستودعك أطفال ونساء سوريا فأحفظهم 
 بحفظك ياأرحم الراحمين

Oh God, I entrust you with the children 
and women of Syria 

Neutral 

 

 بكامل الحزينة للملهاة الراهن المعادل  سوريا
 فصولها

Syria, The current equation of futility 
with all of its episodes 

Negative 

 حدث في مثل هذا اليوم #مجزره_الساعه #حمص 

happened on this day, the massacre of 
Homs occurred #Homs 

  Figure 2: Samples of Tweets In The utilized Dataset. 

The first stage in the proposed methodology is to 
pre-process the Arabic tweets dataset. Text pre-
processing is a crucial phase for sentiment analysis 
and must be applied to the raw text data. Text pre-
processing includes Tokenization and Normalization, 
filtering and stop words removal and finally, 
lemmatization. Then the data is converted into a 
vector of features where each feature represents a 
word in the utilized dataset.   

In this step, removing white spaces and 
punctuations are performed. Then, the tokenization 
procedure is done by splitting text into a collection of 
words where each word represents a single term in 
the corpus. After that, stop-words removals are 
applied by removing pronouns, adverbs, 
conjunctions, prepositions, and other constructive 
terms. These terms usually do not hold any semantic 
meaning and are not important to classify text data. 
Terms like “ال” (the), “على” (on), “هناك” (there) and 
many others are considered as stop-words and are not 
important for sentiment analysis. Thus, all stop-
words are discarded based on a list of Arabic stop-
words obtained from the Khoja stemmer tool [31]. As 
the Arabic language has different morphology, the 
normalization process is applied to unify words typed 
differently. The normalization is done by converting 
a set of characters to their standard form. This step 
includes transforming the letters (ى) to (ي), the letters 
 Lastly, Lemmatization .(ه ) to (ة) and (ا) to ( إ and ,آ ,أ)
is applied, which is the process of removing 
inflectional forms of a word so they can be analyzed 
as a single term. 

After applying the aforementioned pre-
processing steps, all processed terms (words) are 
called bag-of-words (BOW) and mainly utilized to 
build SA models as illustrated in the next section. 

 

B. Sentiment Prediction Using Sentiment 
Lexicons 

People usually express their opinions through 
their native language and the expression carries 
informative words that can be extracted. The 
information in an opinion (expression) can be mined 
through a target dictionary. Online dictionaries have 
become widely available for almost all languages. 
For example, SentiWordNet, a publicly accessible 
lexical tool, is extensively used in sentiment analysis 
and opinion mining [32, 33]. This tool is based on the 
English lexical database called WordNet [34]. 
SentiWordNet is constructed through assigning to 
each word (synset) of WordNet three sentiment 
scores: positivity, negativity, objectivity. They can 
easily extract opinions from texts and it is a publicly 
available and accessible sentiment measuring tool 
used in sentiment classification and opinion mining 
[33]. There are different versions of sentiWordnet. 
The latest version is sentiWordnet 3.0 [32]. 
SentiWordnet expands on WordNet, which is a 
database of words organized according to their 
semantic relation to each other. 

In this work, we have used Arabic Emoticon 
Lexicon [26] for SA. The goal is to classify each 
Arabic tweet (short text), expressed as bag-of-words 
(BOW), into two distinct sentiment labels; positive or 
negative.  The core step to predict the sentiment label 
for a given Arabic tweet is the lookup process, where 
each term included in the tweet is looked up in the 
Arabic Lexicon. If a word is not included in the 
lexicon it will be considered as a neutral word with 
zero sentiment intensity. The overall sentiment score 
for a tweet is then computed as described in 
Algorithm 1 below. The Sentiment Label of a tweet 
text is categorized according to the overall sentiment 
score. Accordingly, the Sentiment Label Set 𝛿  is 
categorized as positive or negative; where: positive 
indicates a positive polarity and negative indicates 
negative polarity. 

C. Feature Selection 

The performance of machine learning algorithms 
relies heavily on the size of the utilized feature set in 
a dataset. Consequently, it is essential to select a 
smaller subset of features from the original dataset to 
increase the performance of utilized machine 
learning algorithms. This step is very significant to 
select a list of features that have the most 
discriminative classification power using appropriate 
feature selection methods. 

Feature selection methods have been widely used 
and utilized in the literature, such as Mutual 
Information (MI), Information Gain (IG), Document 
Frequency (DF) and Term Frequency (TF). Based on 
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the literature, using different feature selection 
methods has not much difference in the performance 
of constructed models, if the case is to select sets of 
features with different sizes [35, 36]. For 
experimental purposes, Information Gain measure is 
utilized as a feature selection method. To build 
sentiment analysis models, the set of feature after the 
pre-processing stage are ranked and the top ‘N’ 
scoring features are selected based on ranking results. 

 

Algorithm 1: Tweet Sentiment Identification 
Using Sentiment Lexicon 

1: INPUT: Arabic_Emoticon_Lexicon dictionary     
                 {T, BOW} 
2: OUTPUT: Set of Sentiment Labels 𝛿 = {Pos, Ng}
3: PosCount=  Number of words having Positive   
                         Sentiment Intensity 
4: NegCount= Number of words having Negative  
                         Sentiment Intensity 
5: PosScore =   The accumulated Positive  
                         Sentiment Intensities for each tweet 
6: NegScore =  The accumulated Positive Sentiment 
                          Intensities for each tweet  
 
7: for all τi ∈T  do 
8:  if PosScore > NegScore then 
9:   τi= Positive 
10:  else if NegScore > PosScore then 
11:   τi = Negative 
12:  else [PosScore = NegScore] 
13:   if PosCount > NegCount then 
14:    τi = Positive 
15:   else if NegCount > PosCount then
16:    τi = Negative 
17:  end if 
18: end for 

 

D. Machine Learning Algorithms  

For the task of sentiment analysis, different 
machine learning algorithms for predicting the 
subjectivity of tweets are utilized. The utilized 
algorithms are selected to handle such as textual data 
[37, 38]. In this research work, machine learning 
algorithms, including Decision Tree (DT), Support 
Vector Machine (SVM), Simple Logistic, Voting-
based and k-NN algorithms are used to classify the 
subjectivity of Arabic tweets. The employed DT 
algorithms, in this work, are Logistic Model Trees 
(LMT) [39] and Radom Forest (RF) [40]. Further, an 
implementation of the SVM algorithm called 
Sequential Minimal Optimization (SMO) has been 
utilized in this study  [41]. To sum up, the machine 
learning algorithms, specifically: SVM, RF, LMT, 
Simple logistic, k-NN and vote-based are mainly 

employed and evaluated on the utilized Arabic tweets 
dataset. The experimental evaluations of the 
employed machine learning algorithms are carried 
out using the Weka software [42]. The evaluation is 
performed by employing different parameters setting 
and the best parameter settings are selected based on 
best-reported performance evaluation results.  

E. Performance validation 

In order to validate the performance of the 
employed machine learning algorithms, the 
evaluation measures must be assessed on a separate 
dataset called the test set. The k-fold cross-validation 
approach is mainly used. This approach is used to 
generate a different test set using a resampling 
procedure and prevent the over-fitting problem.  The 
procedure of the k-fold cross-validation approach is 
performed through generating an independent test 
from the original dataset without the need for a 
separate test dataset. It splits the original dataset into 
k groups, each single group is used once as a test data 
set (validation) and the remaining groups are used as 
a training dataset. The SA model is built on the 
training set and evaluated on the test dataset. Then, 
the evaluation result for that fold is retained. This 
procedure is repeated to all generated folds and the 
evaluation results are finally averaged. In this work, 
the 10-fold cross-validation is mainly used to validate 
the performance of generated SA models. 

In terms of performance evaluation measures, the 
accuracy, F-measure and Area Under the Curve 
(AUC) measures are mainly utilized in this study. 
Each measure provides a different evaluation 
perspective and a broader set of performance results 
to compare.  

The accuracy metric measures how accurately a 
SA model predicts sentiment class. It is computed as 
the percentage of true positive and true negative rates 
to the number of all instances. While the F1 metric 
consolidates the precision and the recall measures 
into a single measure. F1 is calculated as follows:  

F1 ൌ 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙

ሺ𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൅  𝑟𝑒𝑐𝑎𝑙𝑙ሻ
 

The value of the F1 metric ranges between 1 
(perfect precision and recall) and 0 (worst value). The 
higher the F1 value, the more efficient the SA model 
is. 

Another metric to assess the effectiveness of SA 
models is the Receiver Operating Characteristic 
(ROC). This metric compares the true positive rate 
with a false positive rate as a drawn curve. The ROC 
is generally summarized as a statistical value 
representing the area under the ROC curve known as 
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Area Under Curve (AUC). The AUC represents the 
possibility that the output of the SA model is better 
than induction using a random model, where a 
random model has an AUC value of 0.5, while a 
perfect model has an AUC of 1. 

 
4  EXPERIMENTAL RESULTS AND 

DISCUSSION 

The goal of the proposed Sentiment Analysis 
methodology is to compare and evaluate the 
performance of two SA approaches, namely: 
machine learning approaches and lexicon-based 
approach. To validate the performance of the 
proposed methodology, the performance of the 
employed machine learning algorithms is examined 
on the utilized tweets dataset. These algorithms are 
SVM, RF, LMT, Simple logistic, k-NN and vote-
based. The lexicon-based approach using the Arabic 
Emoticon Lexicon is also employed as a baseline 
approach to be compared with machine learning 
algorithms. The results of employed machine 
learning algorithms are then analyzed in terms of 
utilized performance evaluation measures. 
Subsequently, the generated models were empirically 
examined and the best SA models were selected 
based on best performance results.  

The IG feature selection method was employed to 
the obtained datasets after the pre-processing step. 
Then, the feature set is ranked based on ranking 
results. The top 25, 50, 75, 100, 125, 150, 200 and 
300 selected features are used to generate a set of 
eight new datasets. The generated datasets are then 
utilized and analyzed in terms of selected 
performance measures and best SA models were 
reported. All the machine learning experiments with 
different parameters setting were carried out using 
the open-source Weka software [42]. Finally, the best 
models were reported based on the best parameter 
setting.  

 
4.1  Machine learning approaches results 

Table 2 shows the results of different machine 
learning algorithms with regards to the tweets dataset 
on the generated feature set after the feature 
extraction step. As shown in Table 2, the reported 
accuracy of different machine learning algorithms 
varies in the range of 69.12% and 84.19%. However, 
the reported results are biased toward the class of a 
large number of instances, as the utilized datasets are 
imbalanced. Nevertheless, the reported performance 
results based on the F-measure and AUC are quite 
promising as these measures take into consideration 
the class with a small number of instances. As shown 
in Table 2, the F-measure performance results of 

different algorithms vary in the range of 0.80%-
0.91%and AUC results between 0.65-0.84. These 
measures are not biased towards the class label with 
a large number of instances. Based on the F-measure 
performance results, the LMT and RF algorithms 
reported the best performance results, followed by 
SVM, Simple logistic and Vote. While the KNN 
algorithm showed the lowest performance.  

Table 2: Performance Results Of Machine learning 
Algorithms on Syrian Tweets Datasets 

Classifier  Accuracy F-measure AUC 

KNN-3 69.12 0.8 0.66 
KNN-5 69.68 0.8 0.67 
DT - RF 84.19 0.91 0.84 
DT:LMT 81.98 0.9 0.71 

Vote 75.62 0.84 0.69 
SVM 84.11 0.9 0.65 

Simple-logistics 82.09 0.86 0.69 
 

In regards to the accuracy, the performance 
results of various machine learning algorithms based 
on the employed feature selection method are 
reported in Figure 3. The performance results are 
stated for the newly generated datasets with a 
different number of selected terms based on the IG 
method (top 25 to top 300 terms). As shown in Figure 
3, when applying the IG feature selection method, the 
performance results of SA models of newly 
generated datasets, are improved as compared to the 
results of the SA models based on the original dataset 
without employing the IG feature selection. Thus, the 
newly generated datasets, according to the IG feature 
selection, can outstandingly distinguish the 
subjectivity of tweets. 
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Figure 3: Accuracy of Different Machine Learning 
Algorithms. 
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As shown in Figure 3, the accuracy of the 
generated SA model reaches 85.55% when the 
number of features chosen is 150. When the IG 
feature selection is not applied, the reported accuracy 
reaches 84.19%. As shown in Figure 5, the best AUC 
reported result is 86% when the number of selected 
terms is 150 features, as compared to 84% on the 
original dataset. Furthermore, as shown in Figure 4, 
the F1 performance results reached 92% when the 

number of selected terms is 150, as compared to 91% 
(the best F-measure results obtained where IG feature 
selection is not employed). 

Furthermore, as shown in Figure 3, the 
performance results exposed that the accuracy results 
are stabilized as the number of selected terms is 100 
or more. The results of F-Measure and AUC of 
different machine learning algorithms are shown in 
Figures 4 and Figure 5, respectively. As both figures 
show, the performance results of employed machine 
learning algorithms based on the original dataset, 
with no feature selection, are consistently lower than 
the results when the feature selection method is 
utilized. The performance results provide comparable 
and enhanced results depending on the number of 
terms considered to build the SA models. The 
performance results of employing different machine 
learning algorithms confirm that the best 
performance results are reported when the number of 
selected terms is 100. The employed feature selection 
method demonstrates that the subjectivity of tweets 
can be predicted with magnificent results, as there are 
enhancements in performance results than the results 

generated based on the original tweets dataset. 
Similar results are also observed with the AUC 
measure, as shown in Figure 5. As Table 3 and Figure  
5 show, the best performance results were obtained 
using SVM and LMT algorithms. The LMT 
algorithm achieves stable and best F-measure results 
(0.92). However, other machine learning algorithms 
report varied and similar performances. 

 Furthermore, Table 3 shows similar performance 
results. When the number of selected terms is more 
than 100, both F1 measure and AUC achieve better 
results as compared to the performance results when 
the number of selected terms are less than 100. As a 
result, the generated SA models perform the best in 
terms of predicting the subjectivity of tweets, when 

the number of terms chosen is between 100 and 150.  

Figure 5: The AUC Performance Results of Employed 
Machine Learning Algorithms. 

  Overall, as shown in Table 3, the SA model 
generated by the LMT algorithm showed the best 
performance results in terms of accuracy, F-measure 
and AUC where the maximum values of F-measure 
and AUC are 0.86 and 0.92, respectively. It is further 
found that the simple logistic algorithm achieved 
similar results to the LMT algorithm in terms of 
AUC and F-measure. The minimum values of AUC 
and F-measure for the SA model generated by the 
simple logistic algorithm are 0.66 and 0.86, 
respectively, whereas, the maximum values of AUC 
and F-measure are 0.86 and 0.91, respectively. Also, 
it can be shown in Table 3 that the Vote model has 
the same behavior, but it is, in certain respects, less 
than the results showed for the SA models generated 
by the LMT and simple logistic algorithms.
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Figure 4: The F-Measure Performance Results of employed 
machine learning algorithms. 
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Table 3: Performance Results of employed ML Algorithms on Datasets With a different number of selected Terms 
Based on Information Gain method. 

 
 

Top 25  Top 50  Top 75 

Acc F1 AUC  Acc F1 AUC  Acc F1 AUC 

KNN-3 82.17 0.9 0.74  82.07 0.9 0.74  82.45 0.9 0.75 

KNN-5 82.34 0.9 0.74  81.94 0.9 0.75  82.38 0.9 0.75 

DT: RF 82.1 0.9 0.76  82.47 0.9 0.78  82.63 0.9 0.78 

DT: LMT 82.1 0.9 0.74  83.12 0.9 0.81  84.22 0.91 0.83 

Vote 82.1 0.9 0.77  82.58 0.9 0.8  83.37 0.9 0.83 

SVM 81.77 0.9 0.54  81.99 0.9 0.62  81.79 0.9 0.66 

Simple-logistics 82.39 0.9 0.77  83.4 0.91 0.82  84.34 0.91 0.84 

            

 Top 100  Top 125  Top 150 

 Acc F1 AUC  Acc F1 AUC  Acc F1 AUC 

KNN-3 82.39 0.9 0.75  82.02 0.9 0.76  81.51 0.89 0.75 

KNN-5 82.37 0.9 0.76  82.17 0.9 0.76  81.8 0.9 0.76 

DT: RF 83.17 0.9 0.8  83.05 0.9 0.81  82.84 0.9 0.81 

DT: LMT 85.35 0.92 0.86  85.44 0.92 0.86  85.55 0.92 0.86 

Vote 84.09 0.91 0.85  83.9 0.91 0.85  83.97 0.91 0.84 

SVM 81.82 0.9 0.68  81.92 0.9 0.69  81.88 0.9 0.69 

Simple-logistics 85.29 0.91 0.86  85.33 0.91 0.86  85.17 0.91 0.85 

            

 Top 200  Top 300  All feature set 

 Acc F1 AUC  Acc F1 AUC  Acc F1 AUC 

KNN-3 82.66 0.9 0.68  82.84 0.9 0.67  69.12 0.8 0.66 

KNN-5 82.94 0.91 0.68  82.44 0.9 0.66  69.68 0.8 0.67 

DT: RF 82.79 0.9 0.68  83.38 0.91 0.71  84.19 0.91 0.84 

DT: LMT 82.94 0.9 0.63  82.96 0.9 0.62  81.98 0.9 0.71 

Vote 82.83 0.9 0.67  82.41 0.9 0.66  75.62 0.84 0.69 

SVM 82.85 0.9 0.61  83.21 0.91 0.63  84.11 0.9 0.65 

Simple-logistics 82.67 0.9 0.67  82.01 0.9 0.66  82.09 0.86 0.69 

 

     Table 3 also shows the reported result of the SA 
model generated by the SVM. The maximum AUC 
and F-measure values of the SVM are 0.85 and 0.91, 
respectively. Nevertheless, other algorithms report 
divergent accuracy performance results. According 
to the experimental results, it can be concluded that 
the SA model generated by the LMT has the best 
result among other SA models for predicting the 
subjectivity of tweets under the all reported 
experimental setups. 

The outstanding performance results reported by 
the LMT algorithm need further scrutiny. However, 
the results can be associated with the importance of 
utilizing the feature selection approaches, where the 
unimportant features are discarding. This has led the 
LMT algorithm to generate an optimal SA model that 

is significantly compact and have precise 
performance results.  
4.2   Lexicon-based approach results 

Table 4 shows the reported confusion matrix that 
is generated when employing the Arabic Emoticon 
Lexicon dictionary. Noted that we compared the 
predicted Sentiment Labels (Sentiment Polarity) 
using the lexicon with their corresponding Actual 
Sentiment class Labels. Table 5 shows the accuracy, 
precision, recall, F-Measure, sensitivity and 
specificity performance results of employing the 
lexicon-based approach (obtained from the confusion 
matrix presented in Table 4). 

Inspection of the results presented in Table 5 
indicates that the prediction of Negative tweets 
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outperformed the prediction of positive tweets 
(Specificity =0.77 while Sensitivity=0.26). The 
Accuracy was (0.68), which is comparable with other 
research work described in the literature. By 
comparing the results obtained by machine learning 
approaches with the lexicon-based approach, it is 
clear that the machine learning approach 
outperformed the lexicon-based one. 

Table 4: The Confusion Matrix for the Predicted 
Sentiment Labels vs. Actual Labels. 

  Predicted 

    Positive  Negative  Total 

A
ct
u
al
  Positive  74  310  384 

Negative  211  1013  1224 

Total  285  1323  1608 

     The highest accuracy achieved by classifiers was 
(0.86) while the accuracy achieved by the lexicon-
based approach was (0.68). The results also found 
that using other performance measures including F1 
measure is also superior. 

Table 5: The Performance Results of the Lexicon-Based 
Approach. 

Performance measure  Result 
Precision  0.19 

Recall  0.26 
F-Measure  0.22 
Sensitivity  0.26 
Specificity   0.77 
Accuracy  0.68 
Error Rate  0.32 

 
5 CONCLUSION AND FUTURE WORK 

     Arabic sentiment analysis research has increased 
noticeably in the last decade. In this paper, we 
analyzed Arabic short text tweets datasets using both 
sentiment analysis approaches, namely lexicon-based 
and Machine learning approaches. The differences 
between short and long Arabic text sentiment 
analysis were also outlined. One of the objectives of 
this paper is to compare the performance of lexicon-
based and machine learning algorithms in classifying 
the subjectivity of tweets. Consequently, a 
methodology to SA was proposed and evaluated by 
comparing the performance of both SA approaches. 
Five popular machine learning algorithms were 
mainly utilized, namely, Logistic Model Trees, 
Random Forest, Support Vector Machine, Simple 
logistic, Voting-based and k-NN. The performances 
of the employed machine learning algorithms were 
evaluated in terms of utilized performance evaluation 

measures. Furthermore, another goal of this paper is 
to utilize feature selection approaches to reduce the 
number of feature sets, which will eventually 
enhance the prediction performance of the generated 
SA models. The comparison of two main approaches 
(i.e. Lexicon and machine learning approaches) was 
useful in predicting the sentiment labels for short text 
tweets and showed different performance results. 
Machine learning results show that the Logistic 
Model Trees (LMT) classifier achieves the highest 
performance accuracy, followed by the Simple 
logistic algorithm and the SVM algorithms, 
respectively. The results also show that there are 
enhancements in performance results when utilizing 
feature selection approaches.  
     The performance results, when utilizing feature 
selection, showed that the best performance results 
were achieved by the LMT algorithm (Acc=85.55, 
AUC=0.86, F-measure= 0.92). The ML approaches 
outperform the lexicon-based approach in the context 
of predicting tweets. The results showed that the 
lexicon-based approach was less effective at 
predicting positive attitudes (Specificity =0.77 while 
Sensitivity=0.26) for unclear reasons, thus providing 
an interesting avenue for further investigations. 
     As future work, we aim to compare the results 
obtained from utilized machine learning algorithms 
with other algorithms to enhance the performance of 
predicting subjectivity of Arabic tweets. Further, we 
plan to apply a more in-depth linguistic analysis for 
the Arabic language and compare it with pre-
processing steps utilized in this research work. 
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