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ABSTRACT 
 
The stock market is one of the most popular investing places because of its expected high profit. 
Traditionally, technical analysis approach, that predicts stock prices based on historical prices and 
volume, basic concepts of trends, price patterns and oscillators, is commonly used by stock investors to 
aid investment decisions. Advanced intelligent techniques, ranging from pure mathematical models and 
expert systems to fuzzy logic networks, have also been used by many financial trading systems for 
investing and predicting stock prices.  In recent years, most of the researchers have been concentrating 
their research work on the future prediction of share market prices by using Neural Networks. But, in 
this paper we newly propose a methodology inwhich the neural network is applied to the investor’s 
financial decision making to invest all type of shares irrespective of the high / low index value of the 
scripts, in a continuous time frame work and further it is further extended to obtain the expected return 
on investment through the Neural Networks and finally it is compared with the actual value.  The 
proposed network has been tested with stock data obtained from the Indian Share Market BSE Index. 
Finally, the design, implementation and performance of the proposed neural network are described. 
 
Keywords: Indian Stock Market, Neural Networks, Decision Making, Correlation and Regression 
analysis. 
 
1 INTRODUCTION 
From the beginning of time it has been man’s 
common goal to make his life easier. The 
prevailing notion in society is that wealth brings 
comfort and luxury, so it is not surprising that 
there has been so much work done on ways to 
predict the markets to increase such wealth. 
Various technical, fundamental, and statistical 
indicators have been proposed and used with 
varying results. However, no one technique or 
combination of techniques has been successful 
enough to consistently "beat the market".  
Traditionally, technical analysis approach [4, 16, 
17, 18], that predicts stock prices based on 
historical prices and volume, the Dow Theory, 
basic concepts of trends, price patterns and 
oscillators, is commonly used by stock investors 
to aid investment decisions. Advanced 
intelligent techniques ranging from pure 
mathematical models and expert systems [5, 7] 
to neural networks [1, 2, 3, 8, 9, 10, 11] have 

also been used by many financial trading 
systems for stock prediction. Ultimately, most of 
the researchers have derived the various 
methodologies for predicting future share market 
prices using artificial neural network [.  But, in 
this paper the neural network concept is used to 
calculate the return on investment and finally it 
is compared with the actual value. 
 
In Indian Share Market, the index of BSE  
increases or decreases depending upon the 
performance of the various sub-indexes, namely, 
BSEIT, BSEED, BSEFMCG, BSEHC, BSECG, 
TECH, BSEPSU, BANKEX, AUTO, METAL, 
and OILGAS.  These sub-indexes  are denoted 
by the decimals 1 to 11 and in the later part of 
this paper, we denote these numbers are script 
numbers. Based on the available data, [6] the 
ranking of various sub-indexes is established and 
based on the ranking, we invest the amount 
invariably to all type of shares and the expected 
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return on investment is calculated through 
Neural Networks and finally these values are 
tested with the actual value.  The proposed 
network has been tested with stock data obtained 
from the Indian Share Market Index BSE. 
 
The paper is organized as follows. Section 2 
provides the information related to neural 
network and its learning rule (back propagation) 
for predicting sub sectors investment in stock 
market. Section 3 covers the determination of 
the optimum number of iterations needed to get 
the optimum return on investment through the 
proposed network. The return on investment in 
the share market that is obtained through the 
neural network and compared with the actual 
values are discussed in section 4. The merits of 
the present problem using neural networks are 
discussed in section 5 and finally the conclusion 
is given in section 4. 
 
Section2.ARTIFICIAL NEURAL NETWORK 
  
Before the age of computers, people traded 
stocks and commodities primarily on intuition. 
As the level of investing and trading grew, 
people searched for tools and methods that 
would increase their gains while minimizing 
their risk. Statistics, technical analysis, 
fundamental analysis, Time series analysis, 
chaos theory and linear regression are all used to 
attempt to predict and benefit from the market’s 
direction. None of these techniques has been 
proved to be the consistently correct prediction 
tool that is desired, and many analysts argue 
about the usefulness of many of the approaches. 
However, these methods are presented as they 
are commonly used in practice and represent a 
base-level standard for which neural networks 
should outperform. Also, many of these 
techniques are used to preprocess raw data 
inputs, and their results are fed into neural 
networks as input. Some of the related work are 
given below. 
 
A neural network is a computer program that 
recognizes patterns and is designed to take a 
pattern of data and generalize from it. An 
essential feature of this technology is that it 
improves its performance on a particular task by 
gradually learning a mapping between inputs 
and outputs. There are no set rules or sequence 
of steps to follow in generalizing patterns of 
data. The network is designed to learn a 
nonlinear mapping between the input and output 
data. Generalization is used to predict the 
possible outcome for a particular task. This 
process involves two phases known as the 

training phase (learning) and the testing phase 
(prediction). 
 
Regression models have been traditionally used 
to model the changes in the stock markets. 
Multiple regression analysis is the process of 
finding the least squares prediction equation, 
testing the adequacy of the model, and 
conducting tests about estimating the values of 
the model parameters, Mendenhall et al. [19]. 
However, these models can predict linear 
patterns only. The stock market returns change 
in a nonlinear pattern such that neural networks 
are more appropriate to model these changes.  
 
Studies have shown that back propagation 
networks may be used for prediction in financial 
market analysis. Refenes et al. [20] compared 
regression models with a back propagation 
network both using the same stock data. In 
comparison with regression models back 
propagation proved to be a better predictor. The 
results showed that the Mean Squared Error 
(MSE) for the neural network was lower than the 
Multiple Linear Regression (MLR) model. The 
MSE for the network was 0.044 and the MSE for 
the MLR model was 0.138 such that the neural 
net proved to be more effective in learning the 
training data than the MLR. For the test data, 
which was different from the training data, the 
neural network MSE was 0.066 which is also 
lower than the MLR MSE of 0.128. According 
to Refenes et al. [20]  “neural networks are 
capable of making better prediction in capturing 
the structural relationship between a stock’s 
performance and its determinant factors more 
accurately than MLR models.” Kryzanowski et 
al. [21] using Boltzmann machine trained an 
artificial neural network with 149 test cases of 
positive (rise in the stock price) and negative 
(fall in the stock price) returns for the years 
1987-1989 and compared this to training the 
network with positive, neutral (unchanged stock 
price), and negative returns for the same 149 test 
cases for the years 1987-1989. The network 
predicted 72% correct results with positive and 
negative returns. However the network predicted 
only 46% correct results with positive, neutral, 
and negative returns. 
 
If stock market return fluctuations are affected 
by their recent historic behavior, Tang [22] 
neural networks which can model such temporal 
information along with spatial information in the 
stock market changes can prove to be better 
predictors. The changes in a stock market can 
then be learned better using networks which 
employ a feedback mechanism to cause 
sequence learning. 
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Recurrent networks use the back propagation 
learning methodology. The main difference 
between a feed forward back propagation 
network and a recurrent network is the existence 
of a feedback mechanism in the nodes of the 
recurrent network. This feedback mechanism 
facilitates the process of using the information 
from the previous pattern along with the present 
inputs. Copy-back/Context units are used to 
integrate the previous pattern into the following 
or a later input pattern, Morgan et al. [23]. This 
ability of recurrent networks in learning 
spatiotemporal patterns makes them suitable for 
the stock market return prediction problem. 
 
Back propagation networks are independent of 
the sequence in which the inputs are presented 
whereas the recurrent networks take into account 
the sequence. Thus the recurrent networks 
represent the idea of predicting stock market 
returns on the basis of recent history more 
closely [24-27]. Since no training occurs during 
testing, a pattern is matched with its closest 
learned training pattern (independently) and the 
corresponding output is generated. Hence, if 
there was no training after week 48 and we test 
the network for week 59, it will be matched with 
the learned data set for weeks l-48 and maybe 
week 37 will be used to predict the output for 
week 59 --intrinsically assuming that week 36 
before week 37 is a good representative of week 
58 preceding week 59. Although, this is ideally 
what we hope to occur, there is no guarantee that 
the neural networks will use this relationship. It 
may use other learned information based on the 
data.  
 
The prediction accuracy of a network along with 
additional information available from recent 
history of a stock market can be used to make 
effective stock market portfolio 
recommendations [28].  
 
2.1 NN concepts and its terminology 
 
To model complex process in many physical 
systems, the use of Artificial Neural Network 
(ANN) has been extensively in use in recent 
times. As a branch of artificial intelligence, this 
robust and versatile tool is being modeled after 
the human neurological system, consisting of a 
series of neurons (the basic computing 
elements), interconnected together to allow 
recognition of incidents that have had a similar 
pattern to the current input. Especially for 
pattern recognition and function approximation, 
ANN, equipped with parallel distributed 
processing architecture, is well recognized as a 

very powerful computational tool, having the 
ability to learn and to generalize from examples 
to produce meaningful solutions to problems 
even in case of erroneous or incomplete data.  
 
Neural networks have widely been used in share 
market prediction and forecasting of the various 
share price predictions, as well as for time series 
modeling. Most often feed-forward networks, 
which employ a sliding window over a sequence 
of data (i.e., to induce the function in ANN 
architecture, using a set of older records as 
inputs and a single output as the target value of 
the network), are used for time series modeling. 
Although, in general, non-linear, auto-regressive 
time series modeling is difficult than linear 
models, yet with the ANN approach such a 
restriction does not apply. Similarly, in contrast 
to the auto-regressive and moving average 
methods, ANNs are nonparametric data driven 
approaches that can capture nonlinear data 
structures without prior assumption about the 
underlying relationship in a particular problem. 
Besides, ANNs are more general and flexible 
modeling and analysis tools for forecasting 
applications, capable of finding nonlinear 
structures, as well as linear ones. In fact, linear 
autoregressive (AR) models are special cases of 
ANNS without hidden nodes. 
 
For an explanatory or casual forecasting 
problem, the inputs to an ANN are usually the 
independent or predictor variables [11]. The 
functional relationship estimated by the ANN 
can be written as: 
 

Y = F (x1, x2, x3, … xn)    
            
             (1) 
 
Where x1, x2, x3, … xn  are n independent variables 
and y is a dependent variable. In this sense, the 
neural network is functionally equivalent to a 
nonlinear regression model. For an extrapolative 
or  time series problem, on the other hand, inputs 
are typically the past observations of the series 
and the output is the future value. The function 
mapping performed by the ANN is as follows: 
 
         Yt+1 = F (yt, yt-1, yt-2, … ,  yt-n)             
             
             (2) 
 
Where yt is the observation at time t. Thus the 
ANN is equivalent to the nonlinear 
autoregressive model along the series. For a time 
series problem, a training pattern consists of a 
fixed number of lagged observations of the 
series. There are N observations y1, y2, y3, … ,  yN  
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in the training set and if one-step-ahead 
forecasting is required, then using an ANN with 
n input nodes, we have N-n training patterns. 
The first training pattern will be composed of  
y1, y2, y3, … ,  yn  as inputs and Yn+1  as the target 
output. The second training pattern will contain 
y1, y2, y3, … ,  yn+1  as inputs and  Yn+2  as the 
desired output. Finally, the last training pattern 
will be yN-n, yN-n+1, … ,  yN-1 for inputs and yN  for 
the target output. Typically, least- squares based 
objective function or cost function to be 
minimized during the training process is: 

           E= ∑
+=

−
N
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ii ay
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             (3) 
where ai is the output of the network and ½  is 
included to simplify the expression of 
derivatives computed in the training algorithm. 
 
Most of the environmental and water resources 
applications of ANN have used feed-forward 
networks for function approximation. While a 
majority of them used the back-propagation 
training algorithm, a few of them attempted 
other algorithms. The general structure of a feed-
forward neural network is shown in Fig.1. The 
nodes in an input layer receive the inputs of the 
model and they flow through the network and 
produce outputs at nodes in the output layer. The 
working principle of feed-forward neural 
network is available elsewhere [12]. 
Mathematically, a three-layer neural network 
with I input nodes, J hidden nodes in a single 
hidden layer, and K output nodes, can be 
expressed as: 
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where OPk is the output from the kth node of the 
output layer of the network for the Pth  vector 
(data point); XPi is the input at the ith node of 
input layer from pth vector (data point);  is 

the connection weight between j

o
jkw

th node of the 
hidden layer and kth node of the output layer 
(Fig. 1);   is the connection weight between 

i

h
ijw

th node of the input layer and jth node of the 
hidden layer;  and  and  are bias terms; 
and f

jb1
kb2

1( .) and f2( .) are   activation functions. The 
logistic sigmoid function, a commonly used 

activation function has the form of: 
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The linear activation function has the form 
 
                    xxf =)(    
     
            (6) 
 
In this study sigmoid function is used for f2 and 
the linear function is applied for f1. The sigmoid 
functions (which plots like curves) normally 
have a tendency to push the value of f(x) to the 
extremes (binary in the case of logistic sigmoid; 
bipolar in the case of tanh function). Thus the 
sigmoid functions are more suitable for 
classification problems. When continuous 
outputs are expected, as in the case of time series 
modeling, sigmoid functions are not a good 
choice. There are several other activation 
functions used in many other studies, however, 
this work did not analyze the suitability of 
activation functions for share market price 
predictions. 
 

Linear autoregressive models assume the 

prediction equation to be a linear combination of 

a fixed number of previous data in the time 

series. Including a noise term, it can be written 

as  
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(7) 

 
If p previous sequence elements are taken, one 
speaks of an AR(p) model of time series. 
Finding an appropriate AR(p) model means 
choosing an appropriate and estimating the 
coefficients iα  through techniques like least 
squares optimization procedures. This 
techniques, although rather powerful, is naturally 
limited, since it assumes a linear relationship 
among sequence elements. It becomes clear that 
a feed forward neural network can replace the 
linear function FL in equation (7) by an arbitrary 
non-linear function FNN as in equation (8). 
 
x(t) = FNN (x(t -1),x(t - 2),...,x(t – p))+ )(tξ  

            

           (8) 

 
This non-linear function can be estimated based 
on samples from the series, using one of the 
well-known learning or optimization techniques 
like back propagation or conjugate gradient. 
Making FNN dependent on p previous elements is 
identical to using p input units being fed with p 
adjacent sequence elements. This input is usually 
referred to as a time window, since it provides a 
limited view on part of the series. Non-linear 
autoregressive models are potentially more 
powerful than linear ones in that they can model 
much more complex underlying characteristics 
of the series. 

 

 
Fig.1 Three-layer feed-forward neural network architecture 

 
2.2 Selection of Activation Function 
 
 Suitable activation function for the Hidden 
Units is needed to introduce non-linearity into 
the network, which gives the power to capture 
nonlinear relationship between input and output. 

Three commonly used activated functions are 
logistic, linear, tanh. Since the expected output is 
a continuous variable (not a classification 
problem with unbounded function), linear 
activation function (g(x)) is used (in-stead of 
logistic sigmoidal or. tanh functions mostly used 
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for classification problems and for bipolar output 
ranges, i.e., between -1 and +1). The form of the 
linear activation function is as below: 
 

g(x) = x 
g'(x) = 1 

 
3. DETERMINATION OF OPTIMUM 
NUMBER OF ITERATION  
 
Error back propagation with momentum can be 
viewed as gradient descent with smoothing. To 
stabilize the weight trajectory by making the 
weight change a combination of the gradient-
decreasing term plus a fraction of the previous 
weight change, a specific momentum parameter 
is selected in any ANN architecture. The rate of 

learning by the network is computed by a factor 
called learning rate. In standard back-
propagation, too low a learning rate makes the 
network learn very slowly and too high a 
learning rate makes the weights and objective 
function diverge, leading to no learning at all. In 
the present case, since the training is continues 
(non-batch type), the training rate can be 
maintained constant throughout the training.  
 
The effect of number of iteration on errors (at 
different learning rates and momentum 
parameters) for varying number of hidden nodes 
were studied and presented in Tables 1 ( A to D) 
for each sub sectors like BSEIT, BSECD and so 
on. 

  
Table 1: The effect of learning rate, momentum parameter, number of hidden nodes and iteration on 
errors 
A: 

Learning Rate(LR)  0.01 Learning 
Rate(LR)/ 

Momentum 
Parameter(MP) 

Hidden Nodes 
1 

Hidden Nodes 
10 

Hidden Nodes 
20 

Hidden Nodes 
30 

Hidden Nodes 
40 

Momentum 
Parameter 

0.01 

Iteration 
 

50000 
 

Error 
 

0.009 
 

Iteration 
 

15000 

Error 
 

0.009 

Iteration 
 

9000 

Error 
 

0.009 

Iteration 
 

10000 
 

Error 
 

0.009 

iteration 
 

10000 

Error 
 

0.009 

Momentum 
Parameter 

0.05 

 
40000 

 
0.009 

 
15000 

 
0.009 

 
8000 

 
0.009 

 
10000 

 
0.009 

 
10000 

 
0.009 

Momentum 
Parameter 

0.1 

 
40000 
 

 
0.008 

 
15000 

 
0.009 

 
7500 

 
0.009 

 
10000 

 
0.009 

 
10000 
 

 
0.009 

Momentum 
Parameter 

0.5 

 
15000 

 
0.008 

 
15000 

 
0.008 

 
7000 

 
0.008 

 
8000 

 
0.008 

 
10000 

 
0.008 

Momentum 
Parameter 

0.9 

 
1000 

 
0.0554 

 
6000 

 

 
0.0554 

 
6000 

 
0.0554 

 
4000 

 
0.009 

 
3000 

 
0.008 

 
B: 

Learning Rate(LR)  0.05 Learning 
Rate(LR)/ 

Momentum 
Parameter(MP) 

Hidden Nodes 
1 

Hidden Nodes 
10 

Hidden Nodes 
20 

Hidden Nodes 
30 

Hidden Nodes 
40 

Momentum 
Parameter 

0.01 

Iteration 
 

50000 

Error 
 

0.009 

Iteration 
 

20000 

Error 
 

0.009 

Iteration 
 

40000 

Error 
 

0.009 

Iteration 
 

70000 

Error 
 

0.009 

iteration 
 

90000 

Error 
 

0.008 

Momentum 
Parameter 

0.05 

 
75000 

 
0.008 

 
20000 

 

 
0.009 

 
30000 

 
0.009 

 
70000 

 

 
0.008 

 
85000 

 
0.009 

Momentum 
Parameter 

0.1 

 
90000 

 
0.009 

 

 
20000 

 
0.008 

 
25000 

 
0.009 

 
60000 

 
0.008 

 
80000 

 
0.008 

 

Momentum 
Parameter 

0.5 

 
1000 

 
0.0054 

 
15000 

 
0.008 

 
8000 

 
0.008 

 
10000 

 
0.008 

 
50000 

 
0.009 

Momentum 
Parameter 

0.9 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
5000 

 
0.005 
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C. 

Learning Rate(LR)  0.1 Learning 
Rate(LR)/ 

Momentum 
Parameter(MP) 

Hidden Nodes 
1 

Hidden Nodes 
10 

Hidden Nodes 
20 

Hidden Nodes 
30 

Hidden Nodes 
40 

Momentum 
Parameter 

0.01 

Iteration 
 

1000 

Error 
 

0.0554 

Iteration 
 

15000 

Error 
 

0.009 

Iteration 
 

50000 

Error 
 

0.009 

Iteration 
 

25000 

Error 
 

0.008 

iteration 
 

25000 

Error 
 

0.006 

Momentum 
Parameter 

0.05 

 
65000 

 
0.013 

 
15000 

 
0.008 

 
50000 

 
0.007 

 
20000 

 
0.006 

 
25000 

 
0.007 

Momentum 
Parameter 

0.1 

 
65000 

 
0.009 

 
30000 

 
0.005 

 
50000 

 
0.005 

 
20000 

 
0.007 

 
25000 

 
0.006 

Momentum 
Parameter 

0.5 

 
1000 

 
0.0554 

 
30000 

 
0.005 

 
50000 

 
0.005 

 
20000 

 
0.005 

 
25000 

 
0.007 

Momentum 
Parameter 

0.9 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
 
 
 
D. 

 

Learning Rate(LR)  0.7 Learning 
Rate(LR)/ 

Momentum 
Parameter(MP) 

Hidden Nodes 
1 

Hidden Nodes 
10 

Hidden Nodes 
20 

Hidden Nodes 
30 

Hidden Nodes 
40 

Momentum 
Parameter 

0.01 

Iteration 
 

1000 

Error 
 

0.0554 

Iteration 
 

1000 

Error 
 

0.0554 

Iteration 
 

1000 

Error  
 

0.0554 

Iteration 
 

1000 

Error 
 

0.0554 

Iteration 
 

1000 

Error  
 

0.0554 

Momentum 
Parameter 

0.05 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

Momentum 
Parameter 

0.1 

 
1000 

 

 
0.0554 

 
1000 

 

 
0.0554 

 
1000 

 

 
0.0554 

 
1000 

 

 
0.0554 

 
1000 

 

 
0.0554 

Momentum 
Parameter 

0.5 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

Momentum 
Parameter 

0.9 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
1000 

 
0.0554 

 
 
Based on the analyses in the tables (1A to 1D) it 
was found that the minimum number of iteration 
for different number of nodes should be 1000 for 
minimum errors. The learning rate is more than 
0.7 with respect to higher momentum parameters 
are diverges. Hence, if we assign the value of the 
learning parameters is less than 0.7 at any 
momentum values then the minimum error is 
obtained through neural networks.  And also we 

predict that at what level each sub sectors to 
penetrate and influences to increase or decrease 
of the share market index.  The following bar 
diagram shows the percentage of influences of 
each sub sector to increase / decrease the share 
market index. 
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Figure – 2 represents the bar diagram for influencing scripts towards the 
Increment / Decrement of BSE Index. 

 
 
4. ANN MODELING OUTPUT 
 
The ANN model (developed based on the 
training data) with 26 hidden nodes (mono-
layer) was found to show the least error, when 
compared with the testing data,  thereby 
resulting in maximum capture of the actual 
trend observed in the field with respect to the 
Indian BSE index. Fig. 3 shows the  
 

 
 
predictability of the ANN model in predicting 
the share market price and Fig. 4 the 
correlation between actual BSE and predicated 
BSE obtained by the model (showing a 
significantly high correlation coefficient of 
about 0.989). 
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Figure – 3 : Series 1  - Actual    and Series 2  - Expected 
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Figure – 4, represents the Correlation between the actual and expected 

 Return On Investment 
 
5. BENEFITS 
 
Most of the benefits in the articles depend on the 
problem domain and the NN methodology used. 
A common contribution of NN applications is  
their ability to deal with uncertain and robust 
data. Therefore, NN can be efficiently used in 
stock markets, to predict the expected return on 
investment. It can be seen from a comparative 
analysis that the Back propagation algorithm has 
the ability to predict with greater accuracy than 
other NN algorithms, no matter which data 
model was used. The variety of data models that 
exist in the papers could also be considered a 
benefit, since it shows NNs flexibility and 
efficiency in situations when certain data are not 
available. It has been proven that NN outperform 
classical forecasting and statistical methods, 
such as multiple regression analysis [10] and 
discriminant analysis. When joined together, 
several NNs are able to predict values very 
accurately, because they can concentrate on 
different characteristics of data sets important 
for calculating the output. Analysis also shows 
the great possibilities of NN methodology in 
various combinations with other methods, such 
as expert systems. The combination of the NN 
calculating ability based on heuristics and the 
ability of expert systems to process the rules for 
making a decision and to explain the results can 
be a very effective intelligent support in various 
problem domains [12]. 
 
 
 

 
6 CONCLUSIONS  
 
The studies reveal a high potential of ANN in 
predicting the return on investment in the share 
market. Already, we know the evaluation of the 
return on investment in the share market through 
any one of the traditional techniques [11, 12, 13, 
14, 15] (mostly statistical methods like time 
series analysis, moving averages etc.,) is tedious, 
expensive and a time-taking process.  Again, the 
return on investment in share market is always 
uncertain and ambiguity in nature, so that no 
traditional techniques will give the accurate or 
appropriate solution. Hence, a non-traditional 
model would be of immense help for estimating 
the prediction on the return on investment 
accurately and this method gives better solution 
always. This method of predicting return on 
investment will help further to investigate that 
the model can be extended to ANFIS (Artificial 
Neural Fuzzy Inference System), which is based 
on the linguistic rules that the fuzzy system 
could design a rule and these rules will be 
further refined with the help of neural networks.   
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