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ABSTRACT 
 

Software development time depends on various attributes of the software product. In this paper, attempt has 
been made to define an empirical relation between software development time with respect to its 
dependence on lines of code, variables and methods.   We have attempted to analyze the various 
dependencies of development time of a program upon its member functions, instance variables and the 
number of non-blank, non-comment lines of code. Statistical techniques have been used to assign weights 
to the independent variables to arrive at the results. 
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INTRODUCTION 
 
Software metrics are units of measurement, which 
are used to characterize software engineering 
products, processes and people. By careful use, 
they can allow us to identify and quantify 
improvement and make meaningful estimates. 
Developers in large projects use measurements to 
help them understand their progress towards 
completion. Managers look for measurable 
milestones so that they can assess schedule and 
other commitments. The metrics gathered from 
historical data also provide an estimate of future 
similar projects.  
 
Program complexity plays an important role in the 
amount of time spent on development of the 
program. This paper presents the result of a 
research conducted to study the effect of program 
complexity (measured in terms of its member 
functions, instance variables and lines of code, 
viz., non-blank, non-comment lines) upon the 
development time of various C++ classes. We 
consider one metric for OO design and incorporate 
our own variations in it to study its effect on the 
development time of various C++ classes. 
Statistical techniques have been used to assign 
weights to the independent variables to arrive at 
the results. An earlier version of this work has 
been presented in [25]. 
 

The recent trend towards OO technology has 
forced the growth of OO software metrics as 
mentioned by Booch [4]. Several such metrics 
have been proposed and their reviews are available 
in literature such as [3][5][8][10][12-13][15][18-
19][21-22]. The metrics suite proposed by 
Chidamber et al is one of the best-known OO 
(object-oriented) metrics [12-13]. We shall 
henceforth call them C&K metrics.     
 
Various researchers have also conducted empirical 
studies to validate the OO metrics for their effects 
upon program attributes. Alshayeb and Li have 
presented an empirical study of OO metrics in two 
processes [1]. They predict that OO metrics are 
effective in predicting design efforts and lines of 
source code added, changed and deleted in one 
case and ineffective in other. Emam, Benlarbi, 
Goel and Rai validate the various OO metrics for 
effects of class size [16]. This view is however not 
agreed to by Evanco [17]. Other researchers have 
also conducted empirical studies for investigating 
relationship between metrics and quality factors 
such as development/ maintenance effort [7][20]. 
Arisholm, Briand and Foyen study various Java 
classes to empirically evaluate the effect of 
dynamic coupling measures with the change 
proneness of classes [2]. Chae, Kwon and Bae 
investigated the effects of dependent instance 
variables on cohesion metrics for object-oriented 
programs [11]. They also proposed an approach to 
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identify the dependency relations among instance 
variables. 
 
A metric may be validated mathematically using 
measurement theory, or empirically by collecting 
data. Measurement theory attempts to describe 
fundamental properties of all measures. Weyuker 
concentrated on finding desirable properties that 
these measures should satisfy [24]. Weyuker 
proposed nine properties that partially characterize 
good software measures. We must however 
mention, that not all measures satisfy all of the 
nine properties as shown by Chidamber et. al. [13]. 
In this paper we consider a metric from the 
Chidamber and Kemerer(C&K) metric suite and 
use it to derive another metric to be used in our 
study. We first present an analytical evaluation of 
the derived metric against Weyuker’s properties 
and secondly, empirical evidence that the 
development time of a class (and thus of an OO 
program) is highly correlated to the methods in a 
class, the number of variables and the lines of code 
in it.  
The rest of the paper is organized as follows. In 
section 2I we discuss the WMC (Weighted 
Method per Class) measure of the C&K metric 
suite. In section 3, we list out Weyuker’s nine 
properties to make the discussion complete. In 
section 4, we present the proposed metrics to be 
used in our study. Section 5 presents statistical 
analyses of data from different data sets. Sections 
6 present the discussion and future scope 
respectively.  
 
WMC METRIC OF C & K 
 
Consider a class C1 with methods M1, M2, 
M3,….Mn that are defined in the class. Let c1, c2, 
c3,…..cn be the complexity of the methods.  
Then, 

WMC = ci 
∑
=

n

i 1

 

If all method complexities are considered to be 
unity, then WMC = n, the number of methods. 
Complexity of an individual as defined by Bunge 
is the “numerosity of its composition” [9]. Thus it 
can be said that the complexity of an object is the 
cardinality of its set of properties. In object 
oriented terminology, the properties of an object 
include the instance variables and its methods. As 
mentioned in Chidamber et al, WMC relates 
directly to Bunge’s definition of complexity of a 
thing, since methods are properties of object 
classes and complexity is determined by the 

cardinality of its set of properties. The number of 
methods is therefore, a measure of class definition 
as well as being attributes of a class since 
attributes correspond to properties. They further 
mention that the number of instance variables has 
not been included in the definition of the metric 
since it was assumed that methods are more time 
consuming to design than instance variables [13].  
 
WEYUKER’S PROPERTIES 
 
The basic nine properties proposed by Weyuker’s 
are as follows: 
 
Property 1. Non-coarseness: Given a class P and a 
metric µ, another class Q can always be found 
such that, µ (P) ≠ µ (Q). 
 
Property 2. Granularity: There is a finite number 
of cases having the same metric value. This 
property will be met by any metric measured at the 
class level.  
 
Property 3. Non-uniqueness (notion of 
equivalence): There can exist distinct classes P and 
Q such that, µ (P) = µ (Q). 
 
Property 4. Design details are important: For two 
class designs, P and Q, which provide the same 
functionality, it does not imply that the metric 
values for P and Q will be the same.  
 
Property 5. Monotonicity: For all classes P and Q 
the following must hold: µ (P) ≤ µ (P + Q) and µ 
(Q) ≤ µ (P + Q) where P + Q implies combination 
of P and Q.   
 
Property 6. Non-equivalence of interaction:  
∃ P, ∃ Q, ∃ R such that µ (P) = µ (Q) does not 
imply that µ(P+R) = µ (Q+R). 
 
Property 7. Permutation of elements within the 
item being measured can change the metric value. 
 
Property 8. When the name of the measured 
entity changes, the metric should remain 
unchanged. 
 
Property 9. Interaction increases complexity:  
∃ P and ∃ Q such that:  
µ (P) + µ (Q) < µ (P + Q) 
 
Weyuker’s list of properties has been criticized by 
some researchers; however, it is a widely known 
formal approach and serves as an important 
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measure to evaluate metrics. In the above list 
however, properties 2 and 8 will be trivially 
satisfied by any metric that is defined for a class. 
Weyuker’s second property “granularity” only 
requires that there be a finite number of cases 
having the same metric value. This metric will be 
met by any metric measured at the class level. 
Property 8 will also be satisfied by all metrics 
measured at the class level since they will not be 
affected by the names of class or the methods and 
instance variables. Property 7 requires that 
permutation of program statements can change the 
metric value. This metric is meaningful in 
traditional program design where the ordering of 
if-then-else blocks could alter the program logic 
and hence the metric. In OOD (object-oriented 
design) a class is an abstraction of a real world 
problem and the ordering of the statements within 
the class will have no effect in eventual execution. 
Hence, it has been suggested that property 7 is not 
appropriate for OOD metrics. In our discussion, 
therefore, these three mentioned properties shall 
not be considered. 
 
PROPOSED METRIC  
 
The metric FVL (Functions, Variables and Lines 
of code) that we have derived from the WMC 
metric for measuring the complexity of a class is 
based upon the following assumptions: 
The mental exercise required to design and code a 
class depends not only upon the numbers of 
methods but also upon the distinct variable names. 
This means when a developer needs to use a new 
variable, he spends some amount of time in 
framing it out. 
 
The number of methods is a predictor of how 
much time and effort is required to develop    and 
maintain the class.  
Method names are counted as distinct variable 
names. 

A local variable of same name used in two 
different blocks is considered to have two distinct 
variable names. 
 
To calculate FVL, we take the Lines Of Code of 
the entire class (LOC), the number of Methods Per 
Class (MPC) and the Distinct Variable Names 
(DVN). The formula for FVL is:  
FVL = k + w1*MPC + w2 *DVN + w3*LOC 
Where, the weights w1, w2, w3 and the constant k 
are derived at by least square regression analysis.  
Note that when all method complexities are 
considered to be unity, the WMC metric proposed 
by C&K is obtained from MPC. 
 
We give an outline of our approach. The variables 
of interest in our study are: MPC, DVN, LOC and 
the Development Time DEV in minutes, which is 
to be modeled by our metric. The above-
mentioned four values were collected for classes 
from four different categories. The first data set 
was collected by sampling classes from third year 
Post Graduate students’ projects and will be called 
Set A. The second data set was from samples of 
classes from laboratory exams of second year Post 
Graduate students and is called Set B. The data of 
Set C was from miscellaneous applications. The 
fourth data set was collected by sampling classes 
from second year Post Graduate M.SC (IT) 
students and second year Post Graduate MCA 
student’s of Birla Institute of Technology, and will 
be called Set D. 
 
RESULTS 
 
Multivariate regression analysis was applied on all 
the five data sets, and correlation coefficients were 
calculated. In each case 75% of the data was used 
to derive at parameter values and 25% was used 
for validation. The statistical analysis of the data in 
the following tables has been generated with the 
aid of MATLAB [23]. The statistical distribution 
of different data sets is given in Appendix. 
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Table 1. Data from classes of set A                                                  Table 2. Data from classes of set B 
 

 
 
 
 

 MPC DVN LOC DEV 
Mean 3.1795 3.6410 67.102 2.64 
Median 3.0 3.0 35.0 1.9 
Std. Dev. 1.4667 2.3674 87.870 2.270 
Max 8 13 400 12 
Min 1.0 1.0 14.0 0.5 

 MPC DVN LOC DEV 

Mean 2.9167 5.833
3 52.1667 0.815

6 

Median 2.5000 5 37.5000 0.788
5 

Std. Dev. 1.8320 3.459
7 39.3327 0.388

0 

Max 7 15 166 1.750
0 

Min 1 3 20 0.250
0 

 
 
 
Table 3. Data from classes of set C                                           Table 4. Data from classes of set D 

 

 MPC DVN LOC DEV 

Mean 13.556 28.889 341.07 42.7
3 

Median 5 10 116 4.50
0 

Std. Dev. 35.9694 45.980 471.26 95.9
2 

Max 191 175 1867 360 
Min 1 3 20 0.25 

 MPC DVN LOC DEV 

Mean 3.0702 4.0526 66.543
9 

32.596
5 

Median 3 4 53 30 

Std. Dev. 1.5337 2.3408 36.543
1 

18.236
4 

Max 7 11 177 90 
Min 1 1 14 12 

 
 
 
 
Table 5. Values of the coefficients for the Three Independent Variables used in FVL Metric from four 
different data sets by Least Square Regression Analysis 

 

 w1 w2 w3 
SET A                0.2846 -0.0102 0.0287 
SET B 0.0113 0.1662 -0.0044 
SET C 1.9193 0.4535 -0.0122 
    SET D 1.5287 0.5800 0.3797 

 
 
Table 6. Correlation coefficient with respect to development time (DEV). 

 

 MPC DVN LOC FVL 
SET A 0.5538 0.9312 0.9427 0.9288 
SET B 0.9936 0.9231 0.8330 0.9484 
SET C 0.9575 0.9411 0.6818 0.9677 

SET D 0.5295 0.3944 0.7049 0.7177 
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DISCUSSION AND FUTURE SCOPE 
 
We first present an analytical evaluation of our 
measure against Weyuker’s axioms.  Properties 1 
(Non-coarseness) and 3 (Non-uniqueness) are 
satisfied because we assume a statistical 
distribution of methods and variables amongst the 
classes. Property 4 (Design details are important) 
is satisfied because the choice of methods and 
attributes is design implementation dependent. 
When two classes are combined, the number of 
methods and variables can never exceed that of the 
individual classes. The same is true for LOC. 
Hence, property 5 (Monotonicity) is satisfied. 
Consider three classes P, Q and R. Let the metric 
values for P and Q are the same. Also let R have 
common methods and variables with class P but 
not with class Q. Thus a combination of P and R 
will have a smaller metric value than a 
combination of Q and R. Thus, property 6 (Non-
equivalence of interaction) is satisfied. Let MPC, 
DVN and LOC values for class P be m, v and l, for 
class Q be m’, v’ and l’, and for class P+Q be m’’, 
v’’ and l’’.  
 
 Because of the common methods,   m’’ ≤  m+m’, 
v’’ ≤ v+ v’ and l’’ ≤ l+l’.  
Hence property 9 (Interaction increases 
complexity) is not satisfied. Properties 2 
(Granularity) is trivially satisfied by any metric 
defined for a class, so will be property 8, namely, 
when the name of the measured entity changes, the 
metric should remain unchanged.  
 
The reason for our metric not satisfying the one 
property of Weyuker is that by splitting a class, 
there is an overall increase in the MPC, DVN and 
LOC value for all the sub classes created. In other 
words, complexity has increased.  
 
We make certain observations from Table 6. The 
first three columns list out the correlation 
coefficient (CORRCOEF) obtained when MPC, 
DVN and LOC are independently related with 
DEV. The fourth column lists out the correlation 
coefficient (CORRCOEF) obtained when all the 
three (MPC, DVN, LOC) are combined for 
regression with DEV.  In the first case (Data Set 
A), the data had been collected from a well-
defined similar group of programmers (with very 
similar programming experiences), and the FVL 
metric turned out to be a better predictor of 
development time than MPC and slightly less 

predictor of development time than DVN and 
LOC, but still the correlation value of FVL metric 
is shown high. In the second case (Data Set B), 
since the allotted time was small (duration of 
laboratory exam varied from 50 minutes to a 
maximum of 1 hour 40 minutes), FVL metric is a 
better predictor of development time than DVN 
and LOC but less predictor of DEV than MPC. In 
the third and fourth cases (Data Set C and Data Set 
D), FVL metric has turned out to be the best 
predictor of development time than any of the 
three parameters (MPC, DVN, LOC) taken 
individually. 
 
We have attempted to define a generalized metric 
based upon the number of functions, variables and 
the lines of code, to measure the complexity of a 
class. In the work presented here, the goal was to 
find the effect of the number of methods, number 
of distinct variables and the lines of code in a class 
upon the development time of the class. The 
approach taken was empirical. The WMC metric 
of C&K was used to derive at our FVL metric. The 
OO (Object-Oriented) language used in all the 
cases was C++. 
 
The high correlation of FVL with DEV (Table 6) 
shows that it may be used as an effective predictor 
of development time. For any system, once the 
data for a representative set of classes have been 
analyzed to arrive at the FVL value, this could be 
used to predict the development time for similar 
classes. 
 
Reusability of a given class is another attribute 
which needs to be investigated upon in relation to 
our complexity metric. The larger the number of 
methods in a class, the greater the potential impact 
on children; children inherit all the methods 
defined in the parent class. Classes with large 
numbers of methods are likely to be more 
application specific, limiting the possibility of 
reuse. The same is being studied upon as our 
ongoing work.     
 
We must nevertheless mention that the programs 
used for the study were very small compared to 
large industry systems. For very large systems, the 
dependency of development time upon FVL and/ 
or any other factors needs further verification, and 
is also the future scope of our ongoing work.  
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APPENDIX 
 

 
Figure 1.   Observation of methods per classes, distinct variable names & Lines of code from various C++ 
classes for the data set A 
 
 
 
 
 
 

 
Figure 2.   Observation of methods per classes, distinct variable names & Lines of code from various C++ 
classes for the data set B 
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Figure 3.   Observation of methods per classes, distinct variable names & Lines of code from various C++ 
classes for the data set C 
 
 
 

 
Figure 4.   Observation of methods per classes, distinct variable names & Lines of code from various C++ 
classes for the data set D 
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