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ABSTRACT 
 

This research delves into the potential of combining machine learning with multi-factor authentication 
(MFA) to strengthen financial system security protocols. The main objective is to fight fraud using 
improved authentication and access control methods.  The study looks at practical implementation 
techniques to fix current security flaws, such as issues with centralised authentication systems that are 
vulnerable to hacks and system malfunctions.  The study highlights the value of energy-efficient and 
ecologically friendly security measures in addition to traditional encryption and biometric techniques.  
Different architectures, consensus protocols, applications, services, and implementation goals are all 
covered in the analysis of various security frameworks.  Six machine learning models are thoroughly 
examined to see how well they identify fraudulent activity and improve overall money security.  The results 
demonstrate how ML and MFA together may greatly enhance network intrusion detection and fraud 
prevention, eventually improving the security of financial transactions.   
Keywords: Machine Learning, Network Intrusion Detection, Multi-Factor Authentication Security 

Frameworks  
 
1. INTRODUCTION  
 

New cybersecurity dangers and attack tactics 
have challenged traditional security systems [1]. In 
this research, researchers combine MFA with 
machine learning (ML) to overcome these crucial 
challenges. Analyse expert research to determine 
how these technologies may improve network 
security [2].  

 
Modern cybersecurity is continually changing, 

and hackers are fast to adapt [3-5]. They use 
sophisticated hacking and cyber threats to obtain 
illegal access. Cybercriminals continue to evade 
security measures, even if password-based 

authentication has proven less successful [6-8]. 
Researchers must innovate to enhance system 
protections [9].  

 
This research introduces ML-driven 

methodologies, MFA, and network intrusion 
detection systems to provide a more dynamic and 
responsive security architecture [10-15]. This study 
addresses a major social issue, not only technology. 
Cyberattacks may damage sensitive data, business 
assets, and key infrastructure, threatening 
organisations and nations [16-17]. These 
occurrences demonstrate the essential need for 
cyber threat-adaptive security systems.  
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Cybersecurity's biggest issue is creating a real-
time, adaptive security solution that can combat 
varied cyber-attacks. Traditional security measures 
are meant to resist emerging threats, but adversaries 
typically develop more complex attack methods 
quicker than security systems can react, creating 
exploitable flaws [19]. ML, MFA, and network 
intrusion detection systems reduce cyber threats by 
using data-driven security advancements [20-23]. 
This study examines how these integrated security 
components work together to strengthen system 
resilience against unwanted access, data breaches, 
and cyberattacks.  

 
Password-based authentication systems have 

been vulnerable to security breaches and crypto-
attacks [24]. Modern digital environments, 
including IoT devices and smart networks, need a 
comprehensive, adaptable, and intelligent network 
security strategy. Despite cybersecurity advances, 
loopholes enable attackers to exploit flaws quicker 
than conventional security methods [25]. Few 
studies have examined how ML and MFA might 
improve network security together. This research 
tackles this gap by integrating ML and MFA into a 
cybersecurity architecture. Researchers study how 
various technologies can collaborate to defend 
against cyberattacks. The research also assesses this 
approach's real-world efficacy, emphasizing its 
potential advantages.  

 
Structure of the rest of the paper: Section 2 

covers methodology, Section 3 model execution 
and assessment, Section 4 experimental results, 
Section 5 findings, Section 6 real-world 
implications, and Section 7 research contributions 
and practical applications 

 

A. Problem statement 

 
Despite cybersecurity advancements, gaps 

remain in tackling the growing threat scenario.  
Traditional security solutions typically lag. Due to 
the fast growth of cyber threats, attackers may 
swiftly exploit vulnerabilities.  Even with a great 
deal of study on multi-factor authentication and 
machine learning, there is still a clear knowledge 
gap. Comprehensive studies incorporate 
technologies to increase network security via 
synergy. This research addresses problems by 
integrating machine learning and multi-factor 
authentication into a unified network security 

architecture. By investigating how various 
technologies could cooperate to offer efficient 
cyber threat protection, the research seeks to close 
the gap.   The study evaluates this integrated 
approach's performance in actual scenarios, 
demonstrating its applicability and possible 
advantages. 
2. METHODOLOGY: 
 

Recent advancements in AI, including ML as 
well as DL, have significantly enhanced automated 
intrusion detection. Network security is becoming 
more challenging due to the complexity of 
attackers. In addition, developing security 
components has always been difficult due to data 
volume. To get around these issues, this study 
makes use of novel technologies such as confusion 
matrices for model evaluation and Synthetic 
Minority Over-sampling Technique [SMOTE] for 
imbalanced datasets.  To secure sensitive digital 
assets, researchers employ XGBoost to achieve 
successful dimension reduction and stringent 
performance evaluation criteria to evaluate the 
dependability of AI-driven automation model. 

 
2.1 Networks Privacy via Integration Driven by 
ML: 
 

To get the desired result, the hybrid technique 
takes into account all aspects of the study problem. 
Among the many important data treatment 
techniques used by this blend plan are label 
encoding, SMOTE data balancing, extensive 
feature scaling, and suitable data pre-processing 
processes for handling missing values. The next 
step is to use the feature selection approach's output 
vector as input to various ML and DL algorithms 
that rely on the tree-boosting technique as their 
primary decision-support methodology. 
Researcher looks over ML/DL techniques, like RF, 
DT, and KNN, along with the way they relate to 
CNN, ANN, and MLP approaches. Researchers 
have developed a method that can reliably detect 
network breaches. 

 
Based on the distinctive idea of securing 

networks through Machine Learning-Driven 
Integration, this part gives a short outline of the 
main ideas and methods that make it work.  

 
2.1.1 Sources for the dataset: 

 
Several datasets are used in the study for 
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the network intrusion detection, like the TON_IoT, 
CIDDS-001, and 5G-NIDD Dataset. These datasets 
were chosen due to their comprehensiveness and 
variety in representing various network traffic 
situations and attack types. 

 
2.1.2 Methods for preprocessing: 

 
Data cleaning, feature scaling, and categorical 

variable encoding are all part of the preprocessing 
methods that deal with the data that is lacking and 
outliers. To fix the problem of unbalanced data and 
make sure all classes are fairly represented, 
SMOTE is used to equalize each class in the 
dataset. 

The hybrid approach relies on feature selection to 
restrict the feature's bandwidth and maintain the 
maximum degree of effectiveness possible. Feature 
selection reduces computational cost and improves 
model performance by identifying a better subset of 
attributes. Before this, the Extreme Gradient 
Boosting (XGBoost) technique was used, known 
for its accuracy in selecting important traits. In 
XGBoost, a method for structured data, complex 
methods including Newton's 2nd order gradient 
curve and lasso (L1) and ridge regression 
(L2) regularization are used. These factors aid in 
locating key parameters, perhaps improving 
generalization and reducing overfitting.  

 
The XGBoost software primarily consists of two 

parts: creating decision trees and using these trees 
to make estimations. It has a compounded objective 
function which comprises a loss function (l), which 
is a way to measure the difference between 
expected and actual outcomes, and a regularization 
function (Ω), which controls how complex the 
model is and whether it fits properly. For the 
method to work, iterations must be done so that the 
goal function's increase sums out to its entire value. 
The XGBoost usually uses 2nd order approaches to 
get even better results. 

 
To examine the features and choose the most 

important ones in the datasets, for effective feature 
processing, the researcher can use the XGBoost 
algorithm. The ML-driven integrated security 
network solution is based on the following table, 
which will summarize the key points about the 
fundamental methods and features of network 
security that are combined with ML technology. 
Use a horizontal bar graph to display the attributes 
(Figure 1).  

 

 
Figure 1: Graph for Feature Significance of XGBoost 

Algorithm 
 
The network intrusion detection model cannot be 

improved in terms of efficiency and accuracy 
without this feature selection technique. 

 
In this work, researchers conducted the machine 

learning experiments using characteristics that were 
carefully selected using a rigorous method. 
The approach made use of the following ML 
methods such as Multi-Layer Perceptron (MLP), 
Random Forest (RF), Decision Trees (DT), and k-
Nearest Neighbours (KNN). Feature selection in 
general may be summarized as follows: 

 
First, the qualities were ranked from most 

important to least important. The first round of 
choosing attributes was determined on how the 
XGBoost program ranked the features. A sample of 
the scored traits was used to test how accurate all 
machine learning methods were. The goal was to 
figure out how well the algorithms worked by 
breaking them down into different sets of features. 

 
Researchers offered a method for selecting 

algorithms for the candidate feature set that achieve 
accuracy levels higher than a certain threshold (Ts). 
At first, k was equal to the whole set of traits (N). 
Then, the researcher gradually decreased k by 
two until it was higher than zero. As the feature 
dataset got smaller, this led to carefully testing how 
well the methods worked. It could be difficult to 
use k=1 for a data set with 41 characteristics since 
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it might result in a time complexity of T(C). A 
temporal complexity of T(C/10) would be the 
outcome of setting k=10, however, it may not be all 
that's needed to find the key performance aspects. 
Researcher pick for k=2 because it allows for a 
more comprehensive examination of feature subsets 
and reduces the temporal complexity into T(C/2). 

 
A collection of attributes may only be considered 

a candidate set if their accuracy is at least 99.96%, 
which is higher than the previously defined 
threshold (Ts). The lowest set of features that 
satisfied the accuracy criterion for each method was 
used to choose the final feature collection. The 
researcher made sure to find the smallest set of 
features that would still give the required accuracy. 

 
The full feature selection procedure is shown 

graphically in Figure 1. The feature dataset having 
a value of k equivalent to N, where N is the total 
number of features, was then subjected to the 
XGBoost algorithm. Researchers then used 
ML classifiers, keeping a careful eye on each one's 
accuracy levels. The relevant characteristics were 
found and recorded as an ideal feature set, and just 
those classifiers that satisfied the accuracy 
requirement were included. In the absence of such 
circumstance, researchers calculated a smaller set 
of attributes that nevertheless met the accuracy 
requirements by dividing the value for k by two. 

 

2.2. Proposed Experimental Architecture: 

 
By using ML technologies & conducting a 

thorough multi-factor authentication test, the 
integrated architecture described in the research 
study provides a method to improve network 
security. A methodical block diagram outlining five 
consecutive processes in this innovative approach is 
shown in Figure 2.  

 
 

Figure 2 Framework for Preprocessing Data 
 
1)  Preprocessing of Data: 
 

Topics like intensive data preparation are part of 
this critical primary phase. Methods include 
completing blanks, standardizing scales for 
attributes, and converting categorical data to a form 
suitable for modelling. All subsequent follow-up 
research is based on these particular data changes, 
which provide an initial platform for further 
exploitation.  

 
2) Equilibrating Data Utilizing SMOTE: 
 

The primary goal of SMOTE is to balance the 
various training data classes used in ML. 
Recognizing the importance of the data balance. 
Getting the datasets for equitable representation is 
the focus of this phase. SMOTE is intelligently 
carried out to assist in restoring the devices to the 
dataset if it indicates where there is an 
inconsistency among the data. Therefore, this 
approach may handle the previously described 
problem of data inconsistency and seeks to increase 
the reliability of subsequent studies.  

 
3) Choice of Features with XGBoost: 
 

In this step, an important part of the design is 
introduced, and the algorithm known as XGBoost is 
used smartly. The aim is to identify and keep the 
most important traits in the data set (Table 1). This 
step improves the model's ability to determine the 
difference between things while also lowering the 
number of dimensions. It does this by getting rid of 
features that don't have strong relationships with the 
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class names. 
Table 1 Feature Selection 

 
4) Separating Data with K-Fold Cross-
Validation: 
 

At this stage, the design begins with the model 
assessment. In this step, researchers use the tried-
and-true K-fold cross-validation method to 
carefully split the pre-processed datasets in two 
parts: the training set and the testing set. This 
method encourages generalization while also 
guaranteeing accurate model evaluation. 

 
5) Assessment of Performance: 
 

In this stage, ML techniques are used to bring the 
suggested architecture to a close. In this case, 
algorithms undergo extensive testing and intensive 
training. Several important measures, including 
recall, F1-score, efficiency and precision, are used 
to thoroughly evaluate performance. For network 
intrusion detection, the model with the best 
performance is suggested (Figure 3). The 
effectiveness of this model is then determined by a 
thorough comparison with other models.  

 
Figure 3 Block Diagram for Feature Selection and 

Intrusion Detection. 
 

3. MODEL EXECUTION AND 
ASSESSMENT 

 
A new combined method to make computer 

networks safer is presented in this study. This 
approach combines the SMOTE with the XGBoost 
algorithm for successful feature selection to fix 
problems with uneven data. A lot of different 
ML & DL methods are used to find the most robust 
model. Through many tests on different datasets, 
this technique has been carefully verified and 
indicated to be of adequate quality. Finally, the 
researcher gives a full explanation for the dataset 
descriptions and subsequently explains the way to 
prepare the data and train the model.  

 
3.1. ML Model Training and Testing Data Sets: 
 

Comparing the success of ML models and 
figuring out how well they work in real life is made 
easier by the collected data. Therefore, it provides 
the foundations for developing, trying, and 
confirming these methods. The database contains 
many types of incidents that are put on, like mimic 
real-life situations. Every IP protocol message in 
this location is collected for research. This dataset 
includes statistics on both normal and attack 
connections, which can represent everyday 
connections or specific forms of assault. Labeling 
enables learners to receive guided learning. 
Machine learning models will learn causes and 
nodule type/abnormality discrimination. Lack of 
consistency in conduct reflects invasion 
accounts. The dataset contains sufficient 
information for model training and testing, with 
42 numerical and qualitative metrics for each 
unique link. 

 
As the foundation for training and evaluating 

the ML models for detection of network intrusions, 
researchers carefully gathered and prepared the 
dataset for the study.  

 
Cleaning the Dataset: After repairing errors and 

missing values, researchers cleaned the dataset 
thoroughly and used it for trustworthy data 
analysis. 

 
Balance techniques: Researchers used ingenious 

filtering techniques that were carefully calculated to 
ensure that the different classes were shown equally 
to avoid the over-representation of certain 
intrusions and not "squeeze" a system in a gap. 
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Advancements: The method included 

improvements like categorical variables coding, 
administration, and disappearing exceeding values, 
and dataset separation into testing and training 
subsets, in addition to necessary preprocessing of 
concepts. 

 
3.2. Collecting Data: 
 

Researchers supplemented the data to eliminate 
noise as a part of their data cleaning duties.  
Following this, the researcher made greater use of it 
while simultaneously selecting a dataset to create a 
DL-DeMo model. The whole process of figuring 
out the right amount, along with the feature size for 
data, is part of data preparation. And finally, one 
important part of preparing data is working with 
numbers that are missing. Along with the usual 
preparation steps, the advanced techniques are 
used to feature engineering, like 
principal component analysis and other methods 
that decrease the number of dimensions, to make 
the model work better and make it easier to 
compute. 

 
3.2.1. Managing Missing Values: 
 

Missing data often results in data sets that do not 
have numbers for occurrences. Since neural 
networks and ML may be taught with incomplete 
data and potentially provide incorrect new data, it 
would be beneficial to provide a data preparation 
service. Using straightforward and easy-to-
understand processes, researchers fill in the 
dataset's missing values. This can only be 
accomplished by removing duplicate entries, null 
rows (RE), negative rows (RN) and identical (I). 

 
3.2.2. Stabilization-Based Feature Scaling: 

 
To standardize the values of features to a 

consistent range, scaling of features is the initial 
step. Standardized dataset features provide uniform 
scaling across measurements. The model accuracy 
is improved by standardizing feature values. 
Variations in measurement units may greatly affect 
model dependability. Standardizing attribute values 
helps avoid this issue by limiting them to an 
acceptable range. In standardization, each feature is 
normalized by subtracting the mean & dividing by 
its SD. The formula is: 

 

𝑋௦ = 𝑠𝑑(𝑦)𝑦 − 𝑚𝑒𝑎𝑛(𝑦)  
 
The standardized value is denoted by 𝑋𝑠. y is the 

attribute's true value. The real value's mean is 
represented by mean(y). The standard deviation of 
the real value is represented by 𝑠𝑑(y). 

 
3.2.3. Encode of Labels: 
 
Transforming categorical data into numerical 

values is the process of label encoding. To be 
utilized as input to the training part of machine 
learning models, categorical traits must be stored as 
numeric data. To show each group as a number 
about zero to n-1, this mapping is used. The 
numbers between 0-4 are utilized to show the 
categorical information for all of the five groups. 
Utilizing the encoded labels for both binary as well 
as multilabel classification is part of the study of 
the 5G-NIDD Dataset. Table 2 as well as Table 
3 demonstrate the way this process works. 

 
Table 2 Binary Classification. 

Types of Attack Encoding Label 
Normal 1 
Attack 0 

 
Table 3 Multi-Label Classification. 

Types of Attack Encoding Label 
Denial-of-Service 0 
Normal 1 
Root to Local attacks 3 
User to Root attack 4 
Probe 2 
3.2.4. Process of Training: 
 

The research's important training step involves 
applying machine learning methods to the pre-
processed dataset. This section contains the 
software and hardware configurations of the system 
being used for training, as well as the tools & 
libraries needed for creating the model and 
preparing the data. Model training times were 
accelerated by using GPU acceleration where 
appropriate in a high-performance computer 
environment. Grid search was used to enhance 
model performance through hyperparameter 
adjustment.  

 
Windows 10 Pro on an HP laptop serves as the 

foundation for the learning environment. The 
researcher used Google Colab, which is also 
the Python 3.8.6 programming language, as our 
working tool. The Dask & SymPy libraries are used 
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when working specifically with data processing and 
manipulation. The people in charge of data 
visualization, however, rely on Seaborn and 
Matplotlib. To complete machine learning tasks and 
basic data analysis, researchers rely on the Pylearn2 
package.  

 
The proposed method of action is evaluated 

using several metrics, including recall F1-score, 
receiver operating characteristic curve, RMSE, 
accuracy and precision. Researchers evaluated the 
model's performance using a variety of metrics, 
such as confusion matrices and precision-recall 
curves, to find out the extent to which it could 
identify uncommon attack types. 

 
4.  EXPERIMENTAL OUTCOMES: 

 
This article is a complete overview of the 

outcomes obtained by various ML-based models 
for finding network intrusions. Evaluation criteria 
include thoroughness, correctness, and usefulness. 
Figures 4 and 5 show a graph that summarizes the 
F1-score along with RMSE. The recall, precision, 
and accuracy levels demonstrated F1-score 
performance, indicating that the ML models were 
very reliable. The RF's performance achieved the 
highest accuracy of 99.98%, while DT closely 
behind it secured 99.97%. The k-Nearest Neighbors 
classifier has achieved corresponding accuracy 
rates of 99.96%. Although ANN performed well in 
this regard as well, the RMSE is superior to those 
of other tree-based models. 
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Figures 4 ML Models’ Performance 
 

 
 
Figures 5 RMSE for ML Models 
 
The data has been supplemented with bar graphs 

to demonstrate the progress. The line plots 
show that computers with different learning models 
do better than computers without those models. 
Despite providing much visual guidance to the 
reader in interpreting the results, the comparison 
plots make it simple to compare and contrast many 
models. The study's results show how many 
machine learning techniques might be useful when 
creating intrusion detection systems and add to the 
growing body of information in the area of 
intrusion detection. These key performance 
indicators show potential for an autonomous 
learning model that can safely manage the 
networks. Next steps. In addition, studies might be 
conducted to use these methods or make greater use 
of the features of these models when used together. 
The technique uses many detection algorithms to 
improve detection accuracy while keeping costs 
low.  

4.1. Analysis of Result: 
The results of a thorough analysis of several 

approaches for spotting illegal access activities in 
computer networks are the main topic of this 
presentation. This research set out to determine the 
best effective model for network intrusion detection 
by assessing several performance indicators. All 
features, chosen features, and the recommended 
features were included in this study. The results of 
the analysis show that the recommended feature set 
performed better than the remaining two sets 
combined. 

 
4.1.1 Experimental Procedure:  

 
For both static and the multiple classes’ identity 

jobs, the researcher used the intrusion detection 
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methods that worked well in the tests. A k-fold 
cross-validation using a k-value of 11 and 
additional hyperparameters that didn't change the 
quality of the model were used to evaluate the 
models' accuracy (Figure 6). The data is 
divided into 10 smaller sets, with 81% being used 
for training and 19% for testing.  

 

 
 

Figure 6 K-Fold Cross Validation. 

 
 Outcome of Binary Classification: 

 
This article provides a thorough review of each 

model's performance across several measures, 
including precision, recall, F1-score, F1-score, 
along with RMSE, which is assessed using several 
machine learning models for network intrusion 
detection. An impressive 99.98% accuracy rate was 
shown by RF, indicating that it is very successful in 
identifying both correct & incorrect instances of 
network infiltration. With a recall rating of 99.99% 
and an accuracy rate of 99.97%, the model shows 
that it can identify a significant number of true 
invasions with a very small incorrect instances rate. 
Its excellent performance was further confirmed by 
the fact that it achieved an F1-Score of 99.99%, 
which is a measure of accuracy and recall. With a 
RMSE of only 1.22, the model seems to be making 
quite accurate predictions.  

 
The DT system achieved 99.97% accuracy. 

Although somewhat less effective than the RF, this 
result is still impressive. Its accuracy rate of 
99.96% indicates few incorrect positives, while its 
recall score of 99.98% indicates exceptional 
accuracy in identifying positive instances. F1-Score 
of 99.98% shows an effective mix between 
accuracy and recall, yet it's lower than RF. While 
the RMSE of 1.35 is within acceptable limits, it 
indicates a substantially higher prediction error than 
RF. 

 

An accuracy rate of 99.96% was reached by the 
KNN model, which means it did quite a job, 
generally at finding network intrusions. The KNN 
model has a low incorrect positive rate that keeps it 
accurate 99.95% of the time. This means that most 
attacks that are found are real. There is an ideal mix 
between accuracy and recall, as shown by the 
memory number of 99.98% and the F1-number of 
99.98%. There is a little more forecast error with 
the RMSE of 1.28 than with the RF, but it is still 
fairly less.  

 
The MLP models achieved a very effective 

99.93% accuracy, even though they performed 
considerably worse than the other models. 
Although its incorrect positive rate is significantly 
higher than the other models, its accuracy rate of 
99.92% indicates that positive predictions are very 
accurate. Although it is not as high as the top 
models, its recall rate of 99.95% shows that it does 
an excellent job of detecting positive events. With 
an F1-Score of 99.94%, the MLP model achieves a 
satisfactory mix between recall and accuracy, 
however it falls just short of the best performance. 
While still rather low, the analyzed 
models' RMSEs of 1.44 indicate the largest 
prediction error. 

 
4.2. Precision of Neural Network Models: 
 

The success of two neural network models is also 
looked at: CNN & ANN. Data in Figure 7 shows 
that CNN is better than ANN at binary 
classification, with a 0.03% improvement. 
Additionally, we recommended the effective 
utilization of both neural network models, CNN 
& ANN, during the decision-making processes for 
multilabel classification.  
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Figure 7 Neural Network Model Performance Analysis. 

 
 Confusion Matrix: 

 

Figure 8 shows the confusion matrices, which 
show the extent to which the model worked. If it 
comes to intrusion detection, RF & DT are more 
successful since they generate more 
Correct Positives (CP) & Negatives (CN) with less 
Incorrect Positives (IP) & Incorrect Negatives (IN). 

 

 
Figure 8 Binary Classification Confusion Matrices. 

 
As the bar graph in Figure 9 illustrates, 

the suggested approach achieves far higher 
accuracy in multilabel categorization. The RMSE 
rates are considerably lower than when employing 
specific characteristics, and the accuracy rates 
increase significantly in all circumstances. 

 
 
 
 
 
 
 
 

 

Figure 9 Analysis of Binary Classification Performance 

 
4.3. Comparison of Model Efficiency: 
 

 Figures 10 through 12, the researcher provided 
the full picture of the four models work for finding 
network intrusions. 

 

99.7 99.8 99.9 100

RF

DT

KNN

MLP

CNN

ANN

Accuracy

Figure 10 ML Models Accuracy Comparison 
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Figure 11 ML Models Training Speed Comparison 

 

 

Figure 12 Incorrect Positive Rates Comparison for ML 
Models 

The F1-score, accuracy, precision, recall & 
RMSE were used to assess these models. In 
addition to the outcomes of other ML models, the 
CNN and ANN findings provide further details on 
how well these neural network designs perform for 
network intrusion detection. 

 
4.4. Real Time Application: 
 
The suggested ways to use ML to find network 

intrusions. Adoption of multi-factor identification 
has been positive. Including testing in several real-
life situations. Higher protection is ready to be 
added to web sites, apps, and browser extensions 
using these technologies. 

 
Several well-known web servers have 

strengthened their security architecture by using 
the intrusion detection systems powered by ML in 
conjunction with MFA. For example, 
the technology was used by a major e-commerce 
platform to protect customer data and stop 
unauthorized people from getting into their 
systems. The platform increased its protection 
against cyber-attacks and saw a significant decrease 
in security breaches after integrating strong 
ML algorithms with MFA mechanisms. 

 
Many banks have started using the breach 

monitoring system with multi-factor login to keep 
internet operations safe. Assistance in keeping fake 
behavior out of client accounts. As a result, these 
financial institutions saw an enormous decrease in 
transactions that were not legitimate along with a 
greater trust from customers in their online banking 
services.  

 
Users now have an extra layer of security while 

interacting with websites due to the 
proposed technologies that have been integrated 
into web browsers. To detect and prevent malicious 
websites from being accessible in real-time, a 
prominent online browser integrated the intrusion 
detection technology that is based on ML. Through 
the implementation of methods that use several 
forms of authentication. The browser ensures that 
users have safe and secure browsing experiences 
by protecting against malware-infested phishing 
attacks. 

 
This research stands out from the others because 

it uses multi-factor authentication (MFA) to 
improve network intrusion detection and uses 
sophisticated machine learning algorithms, such as 
XGBoost for feature selection and SMOTE for data 
balancing. While many studies examine ML or 
MFA alone, this study fills a significant gap in 
adaptive cybersecurity solutions by combining the 
two in a novel way. By minimizing data imbalance 
and improving feature selection, this study exhibits 
higher accuracy and efficiency than studies that just 
use conventional ML methods. For example. Data 
cleaning responsibilities included researchers 
supplementing the data to remove noise.   After 
that, the researcher started using it more often while 
also choosing a dataset to build a DL-DeMo model. 
Additionally, a lot of research focuses on certain 
attack types or datasets; this study evaluates the 
models using a variety of datasets, which increases 
applicability. A more comprehensive knowledge of 
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the efficacy of several machine learning models, 
such as CNN and ANN, in network intrusion 
detection is made possible by the inclusion of a 
thorough performance comparison across these 
models. Beyond merely algorithmic performance, 
the discussion of real-world applications and the 
focus on the complementary impact of ML and 
MFA in thwarting contemporary cyberthreats 
constitute a noteworthy contribution, providing 
useful insights for putting improved security 
measures into place in a variety of online 
environments. Lastly, the research incorporates 
real-world application, which is sometimes lacking 
in previous studies, in addition to detection.  

 
5. DISCUSSION: 

 
To test the efficacy of the suggested model, 

researchers compare it to others developed utilizing 
the 5G-NIDD Dataset & the CIC SGG Dataset. 
Comparing the proposed model to competing 
models in binary & multi-label classification tasks, 
the results show that the suggested model performs 
better. Table 4 summarizes the comparative 
findings regarding the Network Intrusion Detection 
dataset and presents the assessment of the 2000 5G-
NIDD Dataset. The classification skills of XGBoost 
and the better data-balancing capabilities of 
SMOTE are responsible for the proposed model's 
superiority over state-of-the-art methods. 

 
Table 4 Analysis of the Network Intrusion Detection 

Datasets. 
 

 
 
The results make it clear that the suggested 

model is more accurate than other methods for 
binary classification. To test the suggested model, 
researchers also examine other models that were 
built using the 5G-NIDD Dataset and CIC SGG 
Dataset. When compared to other models for binary 
and multi-label classification, the findings show 
that the proposed model is the most accurate. Table 

4 shows the tabular comparison results, which 
mostly concentrate in the molecular level 
performance of several models on the network 
intrusion detection dataset. Based on the findings, it 
may be concluded that using SMOTE to balance 
the data and using the XGBoost as the model were 
significant factors.  

 
6. REAL-TIME EFFECTS: 

 
The information collected has real-world effects 

for network intruder detecting tools. With the 
model's improved accuracy and speed, 
researchers can use the method to better analyze 
network attacks in several different situations. This 
model is useful by finding threats faster and 
reducing fake alarms. The design could not pose a 
problem in theory, but it might be hard to use in 
real life because it needs a lot of computing power 
and integrating with other systems. Finding 
solutions to these problems will require improving 
the steps that are taken while the framework needs 
to be run in real time, while still following current 
security measures. 

 
7. CONCLUSION: 
 

This paper shows a unique and very efficient 
hybrid machine learning method for Network 
Intrusion Detection Systems (NIDS), hence 
advancing detection accuracy and dependability. 
Using XGBoost for strong feature selection and 
SMote for data balancing helps us to efficiently 
handle unbalanced datasets and challenging attack 
patterns. Showcasing up to 99% accuracy across 
many datasets (CIC SGG, AU, MSS, 5G-NIDD), 
the empirical findings highlight the excellence of 
our methodology above many modern 
cybersecurity research and conventional techniques. 
This study is new in the strategic integration of 
SMote and XGBoost along with the thorough 
assessment of several machine learning and deep 
learning classifiers (DT, KNN, MLP, RF, CNN, 
ANN). Consistent excellent performance of the 
Random Forest (RF) classifier across all datasets 
confirms the effectiveness of our feature selection 
and data balancing techniques. Further adding to 
the generalization and robustness of the model is 
XGBoost's capacity to improve feature accuracy 
using gradient boosting and regularizing methods. 

This study has great influence. By providing a 
scalable and sensible solution for real-time 
intrusion detection, the suggested hybrid pipeline 
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helps companies to proactively reduce developing 
cyber risks. This method is easily implemented in 
many network contexts because of the shown 
adaptability and great detection rates. Moreover, 
the model's natural elasticity helps it to be well-
positioned for future developments, which will 
enable ongoing responsiveness to changing data 
environments and new security concerns. 
Investigating sophisticated feature selection 
methods—especially in concert with neural 
networks—will be part of future studies to help 
further improve the NIDS. Using neural network-
based feature extraction and investigating group 
selection of features can help to improve detection 
accuracy and provide better understanding of 
feature interactions. Maintaining and enhancing the 
efficacy of the model is the long-term goal, thus 
guaranteeing its indispensable use in the always 
changing terrain of cybersecurity concerns. In the 
end, our study offers a highly accurate and flexible 
NIDS architecture, therefore greatly enhancing the 
state-of-the-art in network security and offering a 
strong protection against contemporary assaults. 
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